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Abstract. Zero-shot action recognition requires a strong ability to gen-
eralize from pre-training and seen classes to novel unseen classes. Simi-
larly, continual learning aims to develop models that can generalize effec-
tively and learn new tasks without forgetting the ones previously learned.
The generalization goals of zero-shot and continual learning are closely
aligned, however techniques from continual learning have not been ap-
plied to zero-shot action recognition. In this paper, we propose a novel
method based on continual learning to address zero-shot action recogni-
tion. This model, which we call Generative Iterative Learning (GIL) uses
a memory of synthesized features of past classes, and combines these
synthetic features with real ones from novel classes. The memory is used
to train a classification model, ensuring a balanced exposure to both old
and new classes. Experiments demonstrate that GIL improves general-
ization in unseen classes, achieving a new state-of-the-art in zero-shot
recognition across multiple benchmarks. Importantly, GIL also boosts
performance in the more challenging generalized zero-shot setting, where
models need to retain knowledge about classes seen before fine-tuning.

1 Introduction

Traditional supervised deep learning has shown prowess in diverse applications [21,
24,35,67], but its strong dependence on large amounts of labeled data [5,9,38]
has become its Achilles’ heel, especially when encountering novel data categories.
Zero-shot learning (ZSL) opens up new possibilities, focusing on classifying data
from novel categories that are unseen during training. Continual learning (CL)
is another area of research that addresses the same fundamental challenges in-
volved in novel data, though in a distinct way: learning new tasks (or data)
without forgetting previous knowledge. Indeed, ZSL and CL share the objective
of building representations with high generalization abilities. In ZSL, the goal
is to generalize from pre-train and seen classes to unseen classes, while in CL
the goal is to generalize from a task to the next one without losing performance
in the first one. Previous work has applied CL to improve ZSL in the image
domain [14, 26, 36, 43, 64], however, to the best of our knowledge, no previous
work has leveraged CL for zero-shot action recognition in video.
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In this work, we thus propose the first method for zero-shot action recog-
nition based on a continual learning paradigm. We name our method GIL:
Generative Iterative Learning. GIL consists of three stages: during initializa-
tion we build a Replay Memory storing prototypical video representations for
all classes in a pre-training dataset. A Generative Adversarial Network (GAN)
is also trained to produce features resembling those stored in the memory. In
the incremental learning stage we then gradually fine-tune the video model on a
fine-tuning dataset, mixing features generated with the GAN from the memory
(old knowledge) with real features obtained for the new classes (new knowledge).
The incremental learning stage is alternated with the update stage, where we
refresh the memory adding prototypical representations from the new classes.
This cycle ensures that the model learns new classes while not forgetting the old
ones, which is the basis of continual learning. GIL has a strong generalization
ability and improves recognition both in the standard zero-shot setting and the
more challenging generalized zero-shot setting (GZSL), where the model is tested
also on classes seen during pre-training. This is demonstrated on three stan-
dard ZSL/GZSL action recognition benchmarks (UCF-101 [55], HMDB-51 [34],
Kinetics-600 [5,6]), where we improve by a wide margin of up to 20%. We publish
our code at https://sites.google.com/view/gil-accv.

2 Related Work

Zero-Shot Learning in Action Recognition. Previous research focuses on
establishing a shared embedding space between video features and semantic la-
bels [60,61]. Others explore error-correcting codes [49], pairwise class relation-
ships [11], and interclass dynamics [12]. Other approaches include leveraging out-
of-distribution detectors [39] and graph neural networks [13]. Recently, clustering
of joint visual-semantic features was proposed [19]. This cluster-based technique
and others, like ReST [37] and JigSawNet [48], emphasize the joint modeling of
visual and textual features, albeit with varying approaches to bridge the visual
and text spaces. Image-based foundational models have also shown to be excel-
lent zero-shot learners in video. These models have been ported to videos with
multi-modal prompting [58], self-regulating prompts [32] or by using cross-frame
attention mechanism that explicitly exchanges information across frames [44].
Enhancing semantic embeddings from simple word2vec [41] to more elaborate
definitions [6] has shown great promise for ZSL. For instance, action “Stories” [18]
enhance the semantic space by breaking down actions into descriptive steps. We
use semantic embeddings to build semantic class representations. We employ
Stories [18] due to its good performance, and show that our method improves
over the baseline model regardless of the semantic embedding we choose. We
also evaluate the more challenging generalized zero-shot learning (GZSL) set-
ting. Recent work [7] uses a CVAE to disentangle visual features into semantic-
consistent and unrelated parts, enhancing generalization. [23] combines feature
generation with contrastive embeddings to create a more discriminative space
for both real and synthetic sample. [8] employs adversarial training with aug-
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mented samples to maintain semantic consistency and robustness. Our method
differs from these by incorporating continual learning with a replay memory to
combine synthesized features of past classes with real features of new ones. This
updates knowledge incrementally, unlike the other methods that focus on static
feature manipulation [7,23] or adversarial training [8].

Continual Learning. Traditional deep learning models suffer from catastrophic
forgetting [40]. Continual learning aims at training models that can learn from a
continuous stream of data without forgetting previously acquired knowledge [47].
Various methods have been proposed to tackle this. Some have explored the
concept of elastic weight consolidation [33] to regularize the changes in net-
work weights. Others have utilized memory augmentation strategies, like the
use of external memory modules [22]. Progressive neural networks [50] expand
the network architecture to leverage prior knowledge via lateral connections to
previously learned features to alleviate catastrophic forgetting. There are also
methods that leverage meta-learning principles, allowing the model to learn how
to learn across tasks [10]. Recent work has focused on distilling knowledge from
one part of the model to another [28], and generating instance level prompts [30].
Another promising avenue is the use of generative replay [52], where generated
samples from previous tasks are mixed with new data to reduce forgetting. In this
work we use a feature generator network to build a replay memory [52]. Instead of
generating instance-like features, we generate class-like prototypical representa-
tions, which enhances efficiency. In class-incremental learning efficiency has also
been investigated managing memory. [65,66] suggest that focusing on different
network layers, particularly the deeper ones, can improve memory efficiency and
performance. This aligns with our approach, where we fine-tune the last two
layers to leverage adaptability while maintaining core model stability.

Continual Learning and Zero-Shot Learning. As discussed before, CL and
ZSL share the goal of learning generalizable representations. CL has been ex-
plored for ZSL in image tasks [14,53,64]. Most of these works convert the problem
of standard zero-shot learning into that of a continual learning problem dubbed
continual zero-shot learning (CZSL). CZSL mimics human lifelong learning by
continuously incorporating new classes from the unseen world, evaluating the
model on both seen and unseen categories. To tackle this, prior work has pro-
posed class normalization [53], semantic guided random walks [64], experience
replay with dark knowledge distillation [15] and meta-learned attributes [56].
Most similar to our work is the use of generative replay for CZSL [14] that uses
attribute information to generate synthetic features. In contrast, we store class
prototype and associated distribution as noise and generate synthetic data using
this. Further, CL has not been used for zero-shot action recognition in videos,
and catastrophic forgetting has not been evaluated in this context. We propose
the first study of this problem in zero-shot action recognition and propose the
first method for zero-shot action recognition based on continual learning.
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3 Methodology

3.1 Zero-Shot Problem Formulation

Let P and S be respectively a pre-training and a fine-tuning dataset for seen
classes. Each element in P and S is a tuple (z,y, a). Here, 2 denotes the spatio-
temporal features of a video; y is the class label from the set of seen classes
Ys; and a is the semantic representation of class y. This representation can be
manually annotated or derived automatically, e.g., with Stories [18]. Let U be the
collection of pairs (u, a), where u is a class from the set of unseen classes Y77, and
a indicates its corresponding semantic representation. The seen Yg and unseen
classes Yy have no common elements. In the ZSL setting, given a video input
the objective is to determine a class label from the unseen class set, represented
as fzsr : X — Yy. In the Generalized Zero-Shot (GZSL) setting, given a video
input, the goal is to identify a class label from the combined set of seen and
unseen classes, expressed as fgzsr : X — Ys U Yy.

3.2 Preliminaries

We now describe the two main building blocks that our model is based on: fea-
ture generation from ZSL and replay memory from CL.

Feature Generation. The standard feature generation approach [39,42,54,59]
learns to generate visual features for unseen classes using a GAN [16]. Given these
synthetic features, a classifier that takes in visual features is trained to predict
unseen classes. More concretely, the GAN consists of a feature generator network
(F), a discriminator (G) and a projection network (H). Given the visual input
x; and its class label y;, the generator takes in the semantic embedding a; for the
class label y; and some noise z, and produces a synthetic visual feature vector z;.
The projection network maps the visual feature x; to an approximation of the
semantic embedding a;. The discriminator’s job is to distinguish the synthesized
features from the real features. All these networks are trained jointly, where the
generator and the discriminator compete in a mini-max game. The optimization
function to train these networks is as follows:

Lp= E(a:,a)~p(ms><,,,s) [G(l‘, H(x))]
Bevp Bamy, [(G(F(a,2),0)) (1)
~OEsnp.Banp, |(IV2G(F(a,2))ll, ~ 1]

where p(;4xag) is the joint empirical distribution of visual and semantic de-
scriptors of the seen classes, p, is the empirical distribution of seen classes se-
mantic embeddings, p, is the noise distribution and « is a penalty coefficient.

There are two additional losses, used to improve the quality of the generated
features. These are the classification regularized loss Lors [59] and the mutual
information loss Ly [2]. Putting all losses together, the objective function that
we minimize to train the vanilla pipeline is:

3242



Continual Learning Improves Zero-Shot Action Recognition 5

Replay Memory

M : video model @
I :semantic-to-visual encoder | _@ w_@

J : feature generator
1 0%

Fig. 1: GIL at a glance. The main idea is to use a Replay Memory [52] from Continual
Learning to fine-tune a video model M. The Replay Memory consists of a buffer which
contains classes from the pre-training and fine-tuning datasets. Samples in the buffer
are generated with a semantic-to-visual encoder E and a feature generator F.

min min max Lp +MLers(F)+ XL (F). (2)

Once these networks are trained on the seen classes, the generator is used to
synthesize visual features for the unseen classes.

Continual Learning. Formally, given a sequence of tasks 71,75, ..., T}, where
each task T; consists of a dataset Di = (z;1,yi1), (Ti2, ¥i2), - - -, the objective of
CL is to perform well at T; without losing accuracy on any of the tasks 7}, where
1 < j < i. For ZSL and GZSL, we can consider the pre-training set P to be T,
each set of seen classes that are gradually added to the training set to be 75 . ny_1
and the unseen classes to be T . Replay Memory [52] is a powerful technique
in CL to mitigate catastrophic forgetting. The idea is to leverage generative
models to generate or ‘“replay” samples from past tasks while learning new ones,
preserving the knowledge from earlier tasks. This is achieved by incorporating a
replay buffer B, which stores a subset of samples from previous tasks. A generator
F is trained to generate samples that are representative of those in B. For a
new task T;, the model is trained on the current task data D; as well as on
the replayed samples generated by F, which helps generalization ability and
alleviates catastrophic forgetting.

3.3 Our Approach: Generative Iterative Learning (GIL)

A broad overview of our architecture can be seen in Fig. 1. The main idea is
to use a Replay Memory to fine-tune a video model M which we will use for
zero-shot prediction. The Replay Memory ensures that M does not lose its gen-
eralization abilities. The memory consists of a buffer, which contains data from
the pre-training dataset as well as the seen classes from the fine-tuning dataset,
which is incorporated progressively in small batches. The buffer starts off as real
data and progressively includes synthetic data, generated by a conditional varia-
tional auto-encoder F and a feature generation network F. The model is trained
iteratively, alternating the fine-tuning stage with a memory update stage until
all classes in the fine-tuning dataset are seen. We next describe each component
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in detail, and later describe how we train and test the framework.

Foundation Model. Our approach is model-agnostic. We choose a foundation
model M to encode the videos, so that they will live in a meaningful semantic
space, which is essential in ZSL. We use X-Florence [44] as our initial pre-trained
model due to its good performance and will show results obtained with other
backbones as well. X-Florence is a video model built on top of the image foun-
dational model Florence [63]. X-Florence consists of three main components: a
video encoder, a text encoder and a video-specific prompt generator that are
pre-trained together (more details in [44]). We only use the video encoder. We
adapt M by adding two fully-connected layers at the end that generate a video
representation in the same space as the textual representation, which enables
testing with a nearest neighbor search. We keep the backbone of M fixed at all
times and only train these additional layers when fine-tuning M.

Class Prototype and Noise. Models based on Replay Memory use a buffer
that stores a subset of samples from each task. However, a random subset of
samples does not necessarily reflect the true distribution of a class. Instead, we
use class prototypes, which are the average feature representation (u) of each
sample (z;) in a class (C). We also use the distance between a class prototype
and each sample (the standard deviation o(C)) to better approximate the class
distribution.

Replay Memory. The Replay Memory [52] consists of a buffer and a Condi-
tional Variational Autoencoder (CVAE) [54], which acts as a semantic-to-visual
encoder. For each class seen in training we archive its prototype and noise in
the buffer. The CVAE receives a semantic embedding and is trained to output a
latent variable that is equivalent to the concatenation of the prototype u(C) and
noise o(C), for all classes in the buffer. We denote the CVAE as the model E.
Finally, we use an off-the-shelf feature generator model [59] F that has been suc-
cessful for GZSL in video. Given a class prototype and data noise, F is trained
to create features of that class that resemble those of the model M.

3.4 Training

Our training pipeline can be seen in Figure 2. GIL consists of three phases: an
Initialization Phase that establishes the foundation model, an Incremental Phase
that iteratively introduces new class data, and an Update Phase ensuring the
model remains rooted in its previous knowledge while learning new classes.

Initialization Stage. The foundation model M starts off as X-Florence [44]
pre-trained on Kinetics '. We freeze M and use it to generate visual features
for all instances belonging to each class ¢ in the pre-training dataset. For each

! The model is pre-trained on Kinetics400 for the evaluation on Kinetics220, and on
Kinetics605 for the evaluation on UCF and HMDB.
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Fig. 2: Overview of GIL. The initialization stage involves booting the replay memory,
i.e., storing pre-training class prototypes and noise obtained averaging video features
encoded by M. E is then trained to produce prototypes given a semantic embedding,
and F is trained to generate visual features from the output of E. In the incremental
learning stage we fine-tune M with a mix of synthetic and real features. Synthetic
features are generated from the memory buffer, while real features are obtained with
the backbone of M. Real features are added gradually sampling a subset of new classes
at the time. In the update stage we add prototypes and noise for the new classes to
the buffer and fine-tune E with this new data.

class i we then calculate its prototype and noise, as described in Sec. 3.3. This
is denoted in Fig. 2 as the module }_. We store prototypes and noise p;, o; of all
classes in the Replay Memory buffer. We then train the CVAE (E) to predict
a prototype and noise (fi;,d;) given a semantic embedding (Stories [18] in our
case). After this, we train the feature generation network F to generate features
for a class given its prototype and noise. These features should be similar to
those encoded by M. F and E are trained from scratch. We use only F after
the initial training of the feature generator network and hence drop G and H
from the notation and figures for clarity. F is optimized as described in Eq 2. E'is
optimized using the mean squared error. After this stage, F is permanently fixed.

Incremental Learning Stage. This stage is the core of our approach and is our
contribution to incorporate CL to boost generalization in ZSL. In this stage we
fine-tune the last two layers of M both with synthetic features generated from F
as well as with real features from novel classes. The real features are generated
using the backbone of M, sampling videos belonging to a small subset of new
classes at every iteration, which we set to be 10% of the total number of classes
in the fine-tuning dataset. The synthetic features are generated using all the
prototypes in the memory buffer. In the first iteration, the synthetic features
will be only from the pre-training classes. In a subsequent iteration, they will
be both from the pre-training classes and the new classes sampled until then.
The gradual incorporation of new classes helps maintain the generalization of
M. More formally, at iteration ¢t we generate features fJ’? for each class k in the
buffer seen during previous stages, which we denote with Cy_1:

[y =Flur,08),Vk € Crq,¥jel...J (3)
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Fig. 3: Testing pipeline. (1) We project unseen classes fine-tuning M with synthetic
features. This is done by first feeding F a class semantic embedding. E then outputs
a class prototype and noise, which are fed to F to generate the visual features we use
to fine-tune M. (2) After fine-tuning, given a test video instance we perform a nearest
neighbor (NN) search to predict class §.

where J is the number of generated features for class k, which we choose to be
in the range of the average number of samples in the new set of classes. Real
features f]’»C are computed for the new classes in C; using the backbone of M:

¥ = M(x;),Vk € Cy,Vj € |Cy(K)| (4)

J

where z; is a video from a new class k and |Cy(k)| is the number of samples

in the class. M is fine-tuned on both f]’-C and f]lc to predict their class labels.
We attach a multi-layer perceptron classifier to fine-tune M, using the standard
cross-entropy loss. This classifier is used only to fine-tune M, i.e., we use the
output of M with a nearest neighbor search for prediction during inference, not
the output of the classifier (more details on testing later).

Update Stage. Once the model has been trained on the new set of classes Cy, an
update process ensures a smooth transition to the next iteration. The new class
prototypes and their noise structure are first archived into the Memory Buffer. £
is then fine-tuned to generate prototypes and noise for the new classes, while F
remains unchanged. The iterative process of incremental learning and memory
update continues until all training (seen) classes are incorporated in the buffer.

3.5 Testing

After training the model on all seen classes, we feed the semantic embeddings
of the unseen classes U to E. This gives us class prototypes and noise, which
we feed to F. This in turn generates unseen class features that are used to fine-
tune M with the additional classifier we employ during the incremental learning
stage. We fine-tune M only on the unseen classes in U in the ZSL setting and
on both seen and unseen classes U U S in GZSL. This is depicted in Figure 3.
We highlight that we do not use any test video instance for fine-tuning. We only
use class semantic embeddings (to generate visual features), which is common
practice in ZSL [3,19,39]. At test time, a video sample x; from an unseen class
is fed to M to produce an embedding. We assign x; the class of the nearest
neighbor (K-NN with K = 1) in the embedding space.
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4 Experimental Analysis

In this section we first describe the datasets we use in our experiments. We then
measure catastrophic forgetting in the standard zero-shot setting, which shows
the loss of generalization that happens during the fine-tuning process. We also
compare GIL to the current state-of-the-art in the ZSL and GZSL settings. We
observe that GIL improves by a wide margin, with up to 20% improvement with
respect to previously published work. We finally present several ablation studies.
Implementation details can be found in the supplementary material.

Datasets and Evaluation Metric. We conduct experiments on the HMDB-
51 [34] and UCF-101 [55] datasets, which are standard choices in zero-shot action
recognition. These datasets comprise 6,766 and 13,320 videos and encompass 51
and 101 classes, respectively. We follow the widely adopted 50/50 splits intro-
duced by Xu et al. [60], where 50% of the classes are designated as seen, and
the other 50% are designated as unseen. All models are pre-trained on the non-
overlapping classes [3] of Kinetics-400 [5]. Since we pre-train our model to avoid
overlap to these datasets, the overlap issues that zero-shot action recognition may
suffer from [20] is not a concern. We also investigate the Kinetics-600 split [5]
proposed in ER [6]. In this configuration, the 200 classes from Kinetics-600 [4]
are treated as unseen classes for a model trained on the Kinetics-400 dataset.
Unless otherwise stated, following previous work [18,49,68| we report the average
top-1 accuracy and standard deviation from 10 independent runs.

4.1 Measuring Catastrophic Forgetting in Zero-Shot Learning

We first show the problem of catastrophic forgetting from a quantifiable point
of view. We consider four backbones: X-CLIP-B/16 [44], X-CLIP-B/32 [44], X-
Florence [44] and Vita-CLIP-B/16 [58]. We pre-train the models on Kinetics
and fine-tune them on UCF-101 with and without GIL. When not using GIL we
follow a standard zero-shot approach based on a feature generation network [59],
i.e., we remove the replay memory and the incremental learning cycle during
training, while the video backbone and the feature generator remain the same
(more details in the supplementary material). We also evaluate the models on
the pre-training dataset (Kinetics), as reported in Table 1. While we see a large
improvement on the zero-shot setting with GIL (up to 6.2%), we see an even
larger improvement when testing on the pre-training dataset (up to 24.7%). We
make the following observations from these results. First, there is a clear problem
of catastrophic forgetting where the model overfits to the seen classes after fine-
tuning (performance without GIL on Kinetics is poor). Second, CL mitigates this
problem (performance with GIL is good on Kinetics). Third, features generated
with GIL generalize better and do not overfit to the seen classes, as GIL also
improves ZSL performance on UCF-101.
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Table 1: Evaluating catastrophic forgetting in ZSL. Results indicate top-1 accuracy
from a single run. Models were pre-trained on Kinetics-400, fine-tuned on UCF-101,
and tested on both UCF-101 and Kinetics. We compare a standard zero-shot approach
based on a feature generation network [59] to our GIL approach.

Model GIL Zero-shot (UCF-101) Pre-training (Kinetics)
X-Clip B/16 [44] x 72.0 50.2
X-Clip B/16 [44] v 77.3 71.8
X-Clip B/32 [44] x 70.8 49.5
X-Clip B/32 [44] v 76.1 71.1
X-Florence [44] X 73.2 53.7
X-Florence [44] Vv 79.4 78.5
Vita-CLIP [58]  x 75.0 51.8
Vita-CLIP [58] v/ 77.9 73.3

4.2 Comparison to State-Of-The-Art

Zero-shot setting. We compare to recent state-of-the-art (SOTA) models on
the ZSL setting where the evaluation is done only on the unseen classes. Re-
cent SOTA use vision-language training, however we also list earlier vision-only
methods for completeness. Results on UCF-101 and HMDB-51 are reported in
Table 2, while Table 4 reports results obtained on Kinetics200 setting [6]. We
note that our method attains new state-of-the-art. We also test popular image-
based zero-shot CL frameworks [14, 15] using the same backbone and semantic
embeddings and see GIL improves by 8-10%. In Table 3 we also compare to
recent SOTA on the GZSL setting, where the evaluation is done on both seen
and unseen classes. This is a less explored but much more challenging scenario.
We see improvements of up to 19.7% in this setting. These results show that
GIL attains new state-of-the-art. In ZSL we see that GIL learns features that
generalize better and boost zero-shot performance, while in GZSL we note that
the model also better retains pre-training knowledge thanks to the CL paradigm.

4.3 Ablation Study

Effect of Replay Memory. In Table 5 we explore different design choices
for the replay memory. First, we remove the memory altogether. Second, we
store some samples for each class chosen randomly instead of storing the class
prototype and standard deviation. Third, we replace the standard deviation with
a few more random samples (shown in the table as Class Prototype + Random
Samples). All options improve over the baseline of not using a memory replay.
We also observe that the choice of class representation has a strong effect on
the results, and using the proposed class prototype and data noise is the most
effective of all. Storing the class distribution as noise also significantly lowers
the standard deviation in the reported top-1 accuracy, i.e., results obtained with
this choice of replay memory are more robust as they vary less.
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Table 2: Comparing GIL to SOTA in the zero-shot setting on HMDB-51 and UCF-101.

Vision-only Methods Backbone HMDB-51 UCF-101
OD [39] (CVPR’19) 13D 30.2 £ 2.7 26.9 + 2.8
OD + SPOT [17] (CVPRW’23) 13D 344+ 22 409+ 2.6
GGM [42] (WACV’19) C3D 20.7 £3.1 203+ 1.9
E2E [3] (CVPR’20) C3D 32.7 48.0

ER-ZSAR [6] (ICCV’21) TSM 35.3 +4.6 51.8+ 29
CLASTER [19] [6] (ECCV’22) 13D 42.6 = 2.6 52.7 £ 2.2
JigSawNet [48] (ECCV22) R(2+1)D 39.3 £ 3.9 56.8 £ 2.8
RGSCL [51] (KBS’24) 13D 34.1+29 40.2 + 3.8
SupVFD [45] (ExzSys’24) 13D 319+ 32 39.6 £29
Vision-Language Methods Backbone HMDB-51 UCF-101
A5 [29] (ECCV722) CLIP-B/16 44.3 £ 2.2 69.3 £+ 4.2

X-CLIP-B/16 [44] (ECCV’22) CLIP-B/16 44.6 + 5.2 72.0 + 2.3
Vita-CLIP-B/16 [58] (CVPR’28) CLIP-B/16 48.6 + 0.6 75.0 + 0.6

EPK-CLIP [62] (ExSys’2/) CLIP-B/16 48.7 + 0.7 75.3 £ 0.9
VicTR [31] (CVPR’2}) CLIP-B/16 51.0 + 1.3 72.4 £ 0.3
M2.CLIP [57] (AAAI’2{) CLIP-B/16 47.1 + 0.4 78.7 + 1.2
GIL (Ours) CLIP-B/16 52.7 + 1.1 77.9 + 1.4
Tf-gezsl [15] Florence 45.4 4+ 3.5 68.6 + 2.6
GRCZSL [14] Florence 45.9 +3.1 69.8 £ 3.9
X-Florence [44] (ECCV’22) Florence 484 + 4.9 73.2 4+ 4.2
SDR (18] (Arziv’23) Florence 52.7 £3.4 755 £ 3.2
GIL (Ours) Florence 53.9 +1.479.4 + 1.4

. . . Table 6: Comparing different backbones
Table 5: Comparlng different choices 4y o oot setting. CLIP [44]: X-
of replay memory in the zero-shot CLIP-B/16 (ECCV’22), X-F [44]: X-
setting. No Mem: No Replay Mem- oo [44] (ECCV22), Vita [58]:

ory, Rand: Random Sampling, Proto Vita-CLIP-B//16 [58|(CVPR'23)
+ Rand: Class Prototype + Random

Sampling, Proto + Noise: Class Proto- Backbone HMDB-51  UCF-101

type + Data Noise. CLIP 44.6 +£5.2 72.0 + 2.3
Method OMDB-51 UCF-101 CLIP + GIL 489 £19 773+ 1.5
No Mem 487+ 4.4 7354+ 3.5 X-F 484 + 4.9 7324 4.2
Rand 4944+ 41 751429 X-F+GIL 53.9+1.4794+ 1.4

Proto + Rand 50.6 + 3.8 76.6 &+ 2.7

Proto + Noise 53.9 + 1.479.4 £ 1.4 Vita 48.6 £ 0.6 75.0 £ 0.6

Vita + GIL 527+ 11 779+ 14

Choice of Backbone. GIL is model-agnostic. We chose X-Florence [44] due to
its strong performance on zero shot learning, and explore now the effect of using
other backbones. Results can be seen in Table 6. We note that all backbones
improve when trained with GIL, which highlights its generalizability. Since we
do not make any specific assumptions on the backbone architecture, we believe
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Table 3: Comparing GIL to SOTA in the generalized zero-shot setting on HMDB-
51 and UCF-101. Reported values show the harmonic mean of the seen and unseen
accuracies over 10 runs, £ std. More details in the supplementary.

Vision-only Methods Backbone HMDB-51 UCF-101
WGAN [59] (CVPR’18) 13D 327 +34 444+ 3.0
OD [39] (CVPR’19) I3D 361 +22 494 + 2.4
GGM [42] (WACV’19) C3D 201 +2.1 237+ 1.2
CLASTER [19] [6] (ECCV’22) 13D  50.8 + 2.8 52.8 + 2.1
RGSCL [51] (KBS’24) 13D 37.6 £ 24 50.0=+ 3.0
SupVFD [45] (EzSys’24) I3D 370 +22 502+ 28

FR-VAEGAN [27] (Access’24) 13D 38.6 £ 0.1 54.7 £ 0.2
Vision-Language Methods Backbone HMDB-51 UCF-101

SDR [18] (ArXiv’28) Florence 53.5 £ 3.3 57.8 £ 4.1
GIL (Ours) Florence 55.1 + 1.9 77.5 + 1.9

GIL is a general framework that can be plugged to any model.

Using Real Data from Kinetics. During the incremental learning stage we
use both synthetic and real features from the fine-tuning dataset, but only use
synthetic features from the pre-training dataset (generated from the memory). A
natural question to ask is thus why not use real data from the pre-training dataset
as well during the incremental learning stage. We explore this question and show
results with the zero-shot setting in Table 7. Here we vary how data from the pre-
training dataset is obtained, however for the fine-tuning dataset we keep using a
mix of synthetic and real data. We consider three scenarios. First, we sample only
real data during the incremental stage, i.e., we do not use the feature-generating
network and instead use real features obtained with the video backbone. In the
second scenario we use a combination of real and synthesized data (with a 50:50
ratio). The last scenario is GIL’s default setting, using purely synthetic data. The
baseline in this experiment is the original X-Florence model. Regardless of the
type of data we use for the pre-training dataset, the replay memory improves
over the baseline significantly, and using purely synthetic data gives the best
performance. We hypothesize this happens because synthetic features tend to
form a more compact representation, which is beneficial to fine-tune the video
model. In Figure 4 we show this, plotting t-SNE projections [25] of real and
synthetic features for a random set of 10 classes in HMDB-512. Indeed, synthetic
features form more compact clusters, whereas real features are more scattered.
This is not surprising as synthetic features are generated from class prototypes
while real features are obtained from video instances.

Choice of Semantic Embedding. We use Stories [18] as our semantic em-
bedding. Here we compare with other encodings: word2vec [41], sen2vec [46]

2 We show 10 classes for clarity, but plots were identical with several random samples.
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Table 4: Comparing GIL to SOTA in the zero-shot setting on Kinetics-200. Following
ER [6], seen classes are those in Kinetics-400, while the new 200 classes in Kinetics-600
are unseen. Results report average top-1/5 accuracy + std from 10 runs.

Vision-only Methods Backbone Top-1 Top-5
SJE [1] (CVPR’15) TSM 223 +0.6 482+ 0.4
ER-ZSAR [6] (ICCV’21) TSM  421+14 73.1+03
JigSawNet [48] (ECCV22) R(2+1)D 459 + 1.6 78.8 + 1.0
SDR-I3D [18] (ArXiv'23) 3D 508+ 19 829413
Vision-Language Methods Backbone Top-1 Top-5

X-CLIP-B/16 [44] (ECCV’22)  CLIP B/16 65.2 + 0.4 86.1 + 0.8
Vita-CLIP-B/16 [58] (CVPR’23) CLIP B/16 67.4 + 0.5 86.9 & 0.6

GIL (Ours) CLIP B/16 70.9 + 1.3 90.7 &+ 1.2
SDR [18] (ArXiv’23) Florence 55.1 +2.2 86.1 &+ 3.1
X-Florence [44] (ECCV’22) Florence 68.8 £0.9 88.4 £ 0.6
GIL (Ours) Florence 72.5 + 1.6 93.1 + 1.1

and ER [6]. We report results from this experiment with the zero-shot set-
ting in Table 8. We note that GIL improves over the baseline (the original
X-Florence model) regardless of the semantic embedding we use. This further
highlights the generalizability of our approach. Results with Word2Vec improve
only marginally. We believe this is due to the limited semantic space word2vec
is able to encode in comparison to the others.

Fine-tuning the Feature Generator. We keep the feature generator fixed af-
ter initialization. We do this for two reasons. Firstly, training a feature generator
is expensive, and we wish to keep computational cost low. More importantly, we
did not find a discernible difference in performance when fine-tuning the feature
generator. More results on this in the Supplemental Material.

Table 7: Comparing types of data from Table 8: Comparing semantic em-
the pre-training dataset for the incre- beddings for the incremental stage.

mental stage. SE HMDB-51 UCF-101
Type of Data  HMDB-51 UCIK-101 Baseline [44] 48.4 = 4.9 73.2 + 4.2

Baseline [44] 484+ 4.9 732+ 4.2 Word2Vec [41] 48.9 + 4.1 73.9 + 4.1
Real Only 51.8 £ 2.4 T76.5 + 2.2 Sen2Vec [46]  50.8 + 3.1 76.7 + 2.9
Real + Synthetic 52.7 £ 1.9 78.5 &+ 2.4 ER [6] 51.9+ 15 77.9+ 1.3
Synthetic Only 53.9 + 1.479.4 + 1.4 Stories [18]  53.9 &+ 1.479.4 + 1.4

5 Conclusion
This paper introduces Generative Iterative Learning (GIL), a method that com-

bines a generative approach for zero-shot learning within a continual learning
paradigm. This work is the first to use CL to improve zero-shot action recognition
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t-SNE visualization of real features t-SNE visualization of synthetic features
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Fig. 4: Comparing real (left) vs real (right) features using t-SNE projections. We show
the embeddings obtained from 10 random classes in HMDB-51. Synthetic features
appear more compact than real features, which is beneficial to train the video model.
We believe this is the reason why using exclusively synthetic features for the pre-
training classes works better than using real features or a mix of the two.

in video. The core innovations of GIL lie in its replay memory and incremental
learning. The memory stores class prototypes that help synthesize features from
both past classes and new, real examples. The continual updating of this memory
enables the retraining of the classification model in a balanced manner, ensuring
equal exposure to old and new information. Experiments show that GIL signif-
icantly boosts the model’s generalization capabilities in unseen classes. Results
demonstrate we achieve a new state-of-the-art in zero-shot action recognition on
three standard benchmarks, irrespective of the video backbone we use.

Limitations. One of the possible limitations of GIL is that relying on syn-
thesized features could introduce biases or inaccuracies in feature representa-
tion, potentially affecting the model’s performance on highly varied or dynamic
datasets. Further, evaluating on datasets with viewpoints that differ from those
seen in training may not benefit from the proposed approach.

Future Work. While this work has shown great promise in the integration of a
continual learning framework for action recognition in the zero-shot setting, the
idea could potentially be tested on few-shot and semi-supervised settings as the
problem of catastrophic forgetting would still exist. Further, GIL could also be
applied for other video tasks such as video localization.
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