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Abstract. Diffusion-based models have recently demonstrated notable
success in various generative tasks involving continuous signals, such as
image, video, and audio synthesis. However, their applicability to video
captioning has not yet received widespread attention, primarily due to
the discrete nature of captions and the complexities of conditional gener-
ation across multiple modalities. This paper delves into diffusion-based
video captioning and experiments with various modality fusion meth-
ods and different modality combinations to assess their impact on the
quality of generated captions. The novelty of our proposed MM-Diff-
Net is in the use of diffusion models in multimodal video captioning
and in the introduction of a number of mid-fusion techniques for that
purpose. Additionally, we propose a new input modality: generated de-
scription, which is attended to enhance caption quality. Experiments
are conducted on four well-established benchmark datasets, YouCook2,
MSR-VTT, VATEX, and VALOR-32K, to evaluate the proposed model
and fusion methods. The findings indicate that combining all modalities
yields the best captions, but the effect of fusion methods varies across
datasets. The performance of our proposed model shows the potential of
diffusion-based models in video captioning, paving the way for further
exploration and future research in the area.

Keywords: Video captioning · Multimodal captioning · Diffusion mod-
els · Deep learning

1 Introduction

Video captioning involves summarizing a video through generating natural lan-
guage sentences that describe its context. This complex task bridges computer
vision and natural language processing, with the necessity to understand both
spatial and temporal aspects of video [21]. The models need to adeptly under-
stand the different modalities and manage to leverage the multimodal infor-
mation to produce high quality captions [9, 34]. Transformer-based [39] autore-
gressive models are widely employed for video captioning, typically trained on
extensive datasets such as HowTo100M [26] before fine-tuning for specific tasks.

While many video captioning approaches primarily focus on visual features,
integrating multimodal aspects, such as speech transcripts and audio, has proven
highly beneficial. Speech transcripts generated through automatic speech recog-
nition (ASR) have enhanced the performance of numerous models [3, 7, 18, 23,
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35], with this effect being particularly evident in instructional datasets such as
YouCook2 [48]. Furthermore, the inclusion of audio provides additional con-
textual information beyond speech, aiding in the generation of contextually
richer captions [2, 3]. Recent research has explored other novel approaches, in-
cluding integrating knowledge graphs [7] and leveraging large language models
(LLMs) [42,43] for improved caption generation.

In recent years, diffusion models [12, 36] have emerged as powerful tools in
generative modeling. They have demonstrated impressive performance across
various generative tasks, including image generation [27, 33], audio generation
[15, 22], and video generation [11, 14]. However, extending diffusion models to
visual captioning remains challenging due to the inherently discrete nature of
captions and the complexities of conditional generation across multiple modali-
ties. Recently, the success in diverse generative tasks has inspired a small number
of diffusion-based approaches for image captioning [5,24,49] and video caption-
ing [38]. Despite achieving promising results, diffusion-based captioning models
have not garnered significant attention, with autoregressive models remaining
the dominant architecture for captioning tasks.

In this paper, we contribute a novel Multimodal Diffusion Network (MM-Diff-
Net) for video captioning and study a new input modality, generated description,
to further improve its performance. We evaluate MM-Diff-Net’s behavior on dif-
ferent modality fusion techniques and modality combinations on four datasets,
YouCook2, MSR-VTT, VATEX, and VALOR-32K. According to our experi-
ences, the fusion of all available modalities – video, audio, speech transcript
and generated description – yields the best video captioning performance with
MM-Diff-Net.

2 Existing Methods

2.1 Video Captioning

Different from image captioning [8, 24], video captioning aims to generate a
natural language description summarizing the contents of a given video [21].
This requires the model to understand the multimodal information to produce
high-quality descriptions of the video, combining techniques from both computer
vision and natural language processing. Successful models recognize objects and
activities within frames and understand the video’s temporal progression [32].
Integrating additional modalities, such as audio and speech transcripts, allows
the models to generate more informative and contextually rich captions [34].

Captioning models can either be pretrained on extensive datasets and then
fine-tuned on specific tasks or trained from scratch using only the benchmark
dataset. Although pretraining and finetuning is currently the more common ap-
proach, training the models from scratch remains a viable alternative. Older
scratch-trained models [10,21] followed architectures similar to their pretrained
counterparts while recent scratch-trained models have explored more novel ap-
proaches. TextKG [7] introduced knowledge graphs as an additional modality,
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RSFD [47] introduced a frequency-aware diffusion module to enhance the model’s
understanding of low-frequency word tokens, and Shen et al. [35] used com-
pressed videos to accelerate data processing while maintaining caption quality.

2.2 Modality Fusion

Since models must effectively utilize various video modalities, the method of
modality fusion plays a crucial role in their design. Several approaches have
been employed in model architectures to address this. Concatenation has been
utilized with different modality combinations: AT [10] concatenated video and
speech transcript, VALOR [2] concatenated video and audio, and VAST [3] con-
catenated video, audio, and speech transcript. UniVL [23] implemented hier-
archical attention, initially concatenating visual tokens and speech transcripts,
which are then fused by an encoder to learn their combined representation. MV-
GPT [34] and TextKG [7] employed co-attention, using a fusion encoder with
two streams, where each stream performs conditional attention with the other.

2.3 Diffusion Models for Captioning

Diffusion models [12,36] are latent variable models that aim to learn a distribu-
tion of data x by denosing a sample drawn from a normal distribution. Initially
crafted for image generation, they have since been adapted to various other gen-
erative tasks, such as audio generation [15,22] and video generation [11,14]. The
diffusion process contains two Markov chains: a forward and a backward process.

Forward process. The forward process of the diffusion model is a Markov
chain that gradually corrupts the input by adding Gaussian noise at each step.
As this process continues, the input becomes increasingly corrupted, until at the
end the input is pure random noise. The forward step from the initial state x0

to a noisier state xt is formulated as [37]:

xt =
√
atx0 +

√
1− atϵ, (1)

where ϵ ∼ N (0, I), αt = 1− βt and βt is the variance of the added noise at the
time step t. The variance increases at each step, typically following a linear [12]
or cosine [28] schedule. Instead of teaching the model to transitions from xt to
xt−1, the models are taught to remove all noise from xt and directly predict
x0. This can either be achieved by learning to predict the amount of added
noise or by predicting the sample without any noise. The denoising loss is the
mean squared error between the caption predicted by the model and the actual
caption, formulated as:

L = −Et,x0,ϵ

[
∥f(xt, t)− x0∥2

]
, (2)

where f(xt, t) is the model’s estimate of the caption given the noisy input xt

and the time step t.
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Reverse process. During the reverse process, new samples are generated from
random noise by gradually removing noise from a noisy sample. The reverse
process follows a series of reverse state transitions from sampled noise xT to
denoised sample x0. The diffusion step from xt to xt−1 can be expressed as:

xt−1 =
1

√
at

(xt −
βt√
1− at

f(xt, t)) + σtϵ. (3)

At each step, the model predicts the noise in the input and removes a portion
of it. At the last step, σtϵ is not added to the output. By iteratively removing
noise, the model reconstructs the structure of the data, generating samples that
resemble the original data distribution.

Diffusion-based Captioning. While diffusion is primarily utilized for tasks
involving continuous data spaces, it has also been applied to tasks involving
discrete data, such as text generation. Recently, various approaches have been
proposed for adapting the diffusion process for generating discrete captions.

DDCap [49] presented an image captioning model that adapts diffusion for
discrete data by using masks instead of continuous noise. Bit Diffusion [5] trans-
formed image captions into a continuous form by first converting word tokens
into binary bits, which are then represented as real numbers, allowing the model
to follow a continuous diffusion process. SCD-Net [24] built on Bit Diffusion
by incorporating semantic information from an off-the-shelf retrieval unit, which
guides the model during each reverse step to enhance caption quality. CoDi [38] is
an any-to-any modality generation model, capable of producing various combina-
tions of video, audio, images, and text by leveraging any mix of these modalities
as input. By learning the probability distribution of a latent variable, CoDi pro-
cesses discrete text like other modalities. Although captioning is not its primary
focus, the model achieved competitive results in both image and video caption-
ing. However, it relies solely on visual aspects for video captioning, leaving the
multimodal video captioning with a diffusion-based model unexplored.
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Fig. 1: Architecture of our proposed MM-Diff-Net model.
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3 Our Method

3.1 Multimodal-Diffusion-Network (MM-Diff-Net)

Figure 1 presents our proposed Multimodal-Diffusion-Network (MM-Diff-Net)
model. The architecture follows typical transformer-based encoder-decoder struc-
ture, consisting of a visual encoder, an audio encoder, a text encoder, a semantic
transformer, and a sentence decoder. This design accommodates multimodal in-
puts, including four distinct types: video, audio, speech transcript, and textual
description. Each encoder generates single-modality representations, which are
then fused and fed to the decoder to produce the final caption.

To apply continuous diffusion for generating discrete captions, we follow the
approach of Bit Diffusion [5]. First, the words in the caption are tokenized and
then converted into n = log2 W binary bits, where W is the vocabulary size.
These bits are subsequently transformed into a vector of real numbers in Rn

with a dimensionality of n.
The forward state transition from x0 to xt is formulated as [16]:

xt =
√

sigmoid(γ(−t′))x0 +
√

sigmoid(γ(t′))ϵ, (4)

where t is the current time step, γ(t′) is a monotonically increasing function and
t′ = t/T . The model is trained to predict x0 using the denoising loss, Eq. (2).

Unlike autoregressive models, which generate captions one word at a time,
the decoder in a diffusion-based captioning model generates the entire caption
at each step of the diffusion process. The reverse process involves a series of
diffusion steps, starting from sampled noise xT and gradually refining it to the
denoised sample x0. At each step, the predicted caption is used to estimate and
remove a portion of the noise in the input. Following SCD-Net [24] the diffusion
step from xt to xt−1 is formulated as:

xt−1 = as

(
xt −

1− c

at
+ cf(xt, sigmoid(γ(t′)))

)
+ σϵ, (5)

where s = t − 1 − ∆, ∆ is the time difference between steps, s′ = s/T , as =√
sigmoid(γ(−s′)), at =

√
sigmoid(γ(−t′)), c = −expm1(γ(−s′)−γ(−t′)), σ2 =

sigmoid(γ(s′))c, and expm1(·) = exp(·) − 1. After the noise removal process,
the model generates the final caption, which is quantized back into bits for the
discrete output.

Similar to SCD-Net [24], we add a semantic transformer which brings seman-
tic information to the current latent state xt by encoding it with the semantic
prior at every diffusion step. However, rather than using a retrieved sentence as
the semantic prior, we leverage the speech transcript. Since the speech transcript
typically contains language that directly relates to the video content, we use it as
the semantic prior to guide the model to produce captions that are better aligned
with the video. Additionally, we utilize self-conditioning [5], where the predic-
tion from the previous time step x̃t+1 is combined with the current latent state
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xt, providing the model with additional information. The semantic-conditional
latent state is formulated as:

zx = FC(Concat(xt, x̃t+1)) + φ(γ(t′)) (6)
zr = FC(sr) (7)

S0 = Concat(zx, zr), (8)

where φ(·) is a multilayer perceptron, and x̃t+1 is the prediction of the pre-
vious time step. The semantic-conditional latent state is fed to the semantic
transformer consisting of N transformer blocks to generate SN , which can be
represented as SN = [SN

x , SN
r ], where SN

x is the semantically-conditional latent
state that is fed to the decoder, and SN

r is ignored.

3.2 Modalities

MM-Diff-Net can utilize features from four different modalities in caption gen-
eration: video (V), audio (A), speech transcript (T) and generated description
(G). The generated description modality is an additional modality that we pro-
pose, created by leveraging an LLM-based video understanding model, NExT-
GPT [43]. This approach aims to improve the captioning process by providing
a short description of the video content grounded in its visual elements. The
NExT-GPT model is tasked to analyze the visual content of the videos and to
generate short descriptions consisting of a few sentences that provide a general
overview of the video content. Combined with the other more traditional modali-
ties, the description contributes in the model generating higher quality captions.
However, the descriptions frequently contain hallucinations, such as noise or ir-
relevant information. Therefore, it is imperative for the model to learn to identify
the relevant parts of the description and filter out the irrelevant information.

3.3 Fusion Methods

We have devised and experimented with five different modality fusion techniques
for MM-Diff-Net. The first method explored is concatenation fusion:

C = Concat(V, A, G), (9)

where V, A and G are the visual, audio and generated description tokens, re-
spectively. Somewhat more versatile fusion can be obtained by following the
architecture of UniVL [23] and using hierarchical attention fusion:

C = Transformer(Concat(V, A, G)). (10)

The last three methods utilize cross-attention in various ways, enabling the
model to simultaneously attend to multiple modalities and combine information
from one modality with another. Unlike the self-attention, which attends to dif-
ferent positions within the same modality, cross-attention attends to positions
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Fig. 2: Dual cross-attention and triple cross-attention fusion methods.

in one modality based on the information in another modality. This alignment
allows the model to synchronize the representations of the different modalities
effectively. The first one of these methods, cross-attention fusion, concate-
nates audio and text embeddings and merges them with visual embeddings using
cross-attention. In this layer, the video embedding serves as the query, while the
combined audio and text embedding act as the keys and values. This method rep-
resents a straightforward approach to leveraging cross-attention for combining
three modalities and can be formulated as:

E = Concat(A,G) (11)
Vk+1 = MultiHead(Vk,E,E), (12)

where Vk+1 is the output of the k-th cross-attention layer and V0 is the output
of the visual encoder.

The fourth method, dual cross-attention fusion, shown in Figure 2(a),
was inspired by [19]. Similar to the previous method, audio and text embed-
dings are combined with the video embeddings using cross-attention. However,
instead of merging audio and text embeddings before combining them with video
embeddings, this method combines them with video embeddings separately. An
additional cross-attention layer is added alongside the existing one in the cross-
attention block. Consequently, the transformer has two adjacent cross-attention
layers: one for combining audio with video and another for combining text with
video. This dual setup enables the separate integration of audio and text with
video, increasing the model’s understanding of video-audio and video-text rela-
tionships. The outputs of the cross-attention layers are then processed through
linear layers, and subsequently combined using a merge layer. The method can
be formulated as:

Vm
k = FC(MultiHead(Vk,m,m)), m = A, G (13)

Vk+1 = FC(Concat(VA
k ,V

G
k )), (14)

where m are the embeddings of the corresponding modality.
The last method, triple cross-attention fusion, shown in Figure 2(b),

keeps the video, audio and text embeddings separate. It combines them individ-
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ually with the decoder input using cross-attention. To achieve this, two addi-
tional cross-attention layers are introduced to the decoder, positioned between
the self-attention and feed-forward layers. Triple cross-attention consists of the
three adjacent cross-attention layers, three linear layers and a merge layer. Each
cross-attention layer uses the outputs of the self-attention layer as the query and
one of video, audio or text embeddings as the value and key. This enables the
model to learn the contributions of each modality to the caption creation with
pairwise connections between the modalities and the caption as:

hm
i = FC(MultiHead(hi,m,m)), m = V, A, G (15)

h̃i = FC(Concat(hV
i , h

A
i , h

G
i )), (16)

where hi is the output of the i-th self-attention layer and h̃i is the output of the
i-th merge layer.

4 Experiments and Results

4.1 Experimental Settings

We conduct experiments on the YouCook2 [48], MSR-VTT [44], VATEX [41]
and VALOR-32K [2] datasets. Our captioning models are evaluated on BLEU@4
(B) [29], METEOR (M) [1], ROUGE-L (R) [20] and CIDEr-D (C) [40].

Following UniVL [23], video features pre-extracted by S3D [45] are used for
both the YouCook2 and MSR-VTT datasets. The video features for VATEX and
VALOR-32K were extracted using the pre-trained CLIP-ViT-L/14 model [31].
The automatic speech recognition (ASR) transcript for the YouCook2 dataset
was provided by UniVL [23], and the ASR transcripts for the MSR-VTT, VA-
TEX and VALOR-32K datasets were generated specifically for these experiments
using the Azure AI speech-to-text service [25]. Audio features for all datasets
were extracted using the pretrained ImageBind model [6], and the generated
descriptions were created using the pretrained NExT-GPT model [43] with the
prompt “Describe this video.”.

Each encoder and decoder consists of three layers, with a hidden layer size of
d = 512 and h = 8 heads. Optimization is performed using mean squared error
and label smoothing, utilizing the Adam optimizer [17], with β1 = 0.9 and β2 =
0.999. During training, an exponential moving average of the weights is used. The
model is trained for 60 epochs using the same learning rate schedule as in [39],
with 2,000 warm-up steps for YouCook2, 20,000 warm-up steps for MSR-VTT,
and 8,000 warm-up steps for VATEX and VALOR-32K, respectively. Inference
time depends largely on the number of diffusion steps, so to balance inference
time and performance, the model uses T = 50 time steps during inference. The
maximum length of the predicted captions is 20 words. The batch sizes are set
to 64 for YouCook2, VATEX, and VALOR-32K and 128 for MSR-VTT.

The vocabulary used in the experiments was constructed from the captions,
ASR transcripts, and generated descriptions within the training sets. The rare
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words were removed by selecting words that occur at least four times. The
YouCook2 vocabulary contains W = 4, 702 words, requiring 13 bits to represent
each word, the MSR-VTT vocabulary contains W = 10, 738 words, requiring
14 bits to represent each word, the VATEX vocabulary contains W = 13, 261
words, requiring 14 bits to represent each word and the VALOR-32K vocabulary
contains W = 7, 988 words, requiring 13 bits to represent each word.

4.2 Different Fusion Methods

Table 1 presents the captioning results obtained using the different fusion tech-
niques introduced in Section 3.3 when all available input modalities were used.
For the YouCook2 dataset, the results indicate the significance of cross-attention-
based fusion methods. Particularly the last two methods, dual cross-attention
and triple cross-attention, emerge as the most effective. These methods show
comparable BLEU-4, METEOR, and ROUGE-L scores, with triple cross-atten-
tion notably outperforming others in terms of CIDEr-D. Since the relative effec-
tiveness of the different modalities varies significantly, the results suggest that
keeping them separate for as long as possible yields the best performance for
YouCook2. Concatenation and hierarchical attention fusion methods generate
inferior results compared to cross-attention-based methods. Given the minimal
impact of audio and generated description modalities on captioning results (to
be seen in Section 4.3), combining them with video tokens through concatenation
appears to diminish the effectiveness of the video modality.

For the MSR-VTT dataset, the performance across all fusion methods re-
mains relatively consistent. Among these methods, hierarchical attention stands
out, delivering particularly strong results in terms of CIDEr-D, while also main-
taining competitive performance across the other metrics. Given the relatively
high effectiveness of video, audio, and generated description individually (in Sec-
tion 4.3), concatenation-based methods demonstrate better performance com-
pared to those observed with the YouCook2 dataset.

For VATEX, the hierarchical attention delivers the strongest performance,
followed by the triple-cross-attention method. These results suggest that both
early and late fusion strategies can be effective for VATEX. However, concate-
nation performs worse than hierarchical fusion, indicating that VATEX benefits
from slightly more complex fusion techniques.

In contrast, for VALOR-32K, concatenation and hierarchical attention fusion
methods outperform cross-attention-based methods, with simple concatenation
achieving the best results. This suggests that VALOR-32K benefits from early
fusion without the need for complex techniques.

4.3 Different Modality Combinations

Next, we experimented with various modality combinations as shown in the
results of Table 2. Following the findings of Table 1, triple cross-attention fusion
method, Eqs. (15) and (16), is used with YouCook2, hierarchical attention fusion
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10 Kainulainen et al.

Table 1: Different fusion methods on the YouCook2, MSR-VTT, VALOR-32K and
VATEX test splits.

YouCook2 MSR-VTT VATEX VALOR-32K
Fusion method B M R C B M R C B M R C B M R C
concatenation 9.11 38.90 16.67 113.78 44.29 62.06 27.80 47.05 36.17 24.14 52.08 57.69 5.09 11.31 26.46 28.94

hierarchical attention 9.08 39.00 16.88 114.18 44.07 62.17 28.03 48.86 36.97 24.32 52.46 58.93 4.91 11.12 26.08 28.61
cross-attention 9.18 39.26 16.64 115.41 44.00 62.38 27.98 47.61 36.24 24.02 51.88 57.09 4.50 10.62 25.82 26.93

dual cross-attention 9.68 39.22 16.93 115.61 43.97 61.90 27.93 47.82 36.88 24.18 52.20 58.13 4.85 10.78 26.34 27.64
triple cross-attention 9.47 39.46 16.87 117.24 44.72 61.89 27.82 46.89 36.87 24.21 52.23 58.51 4.54 10.39 25.98 26.34

method, Eq. (10), is used with MSR-VTT and VATEX, whereas concatenation,
Eq. (9), is used with VALOR-32K, when fusion methods are required.

The results reveal that, across all datasets, the visual input emerges as the
strongest single modality. In YouCook2, the speech transcript also demonstrates
significant strength, aligning with the instructional nature of the videos where
verbal explanations are closely tied to the cooking process. On the contrary,
audio and generated description offer limited assistance in YouCook2, due to
the presence of ambient noise and the specific nature of the captions focused
on ingredients and cooking techniques. Combining video and speech transcript
enhances results compared to individual modalities, while adding audio or de-
scription provides only marginal improvements.

In contrast, the speech transcript proves less effective in MSR-VTT, with
minimal improvements observed when combined with other modalities. Both
audio and description contain relevant information, with description yielding
slightly better results. When combined with visual input, audio and description
offer similar improvements, suggesting that audio provides additional informa-
tion not captured by the visual modality, such as background music.

In both VATEX and VALOR-32K, both speech transcript and audio produce
poor results individually, with audio slightly outperforming speech transcript,
while the generated description produces better results. However, when com-
bined with the visual input, the impact of these modalities varies between these
two datasets. In VATEX, the performances of all three modalities show similar
improvements, whereas in VALOR-32K the generated description improves the
results more than either audio or speech transcript.

Optimal performance is achieved with all modalities combined in all datasets,
indicating the robustness of the modality selection across the datasets. However,
the second-best results are obtained with different combinations: "VTG" for
YouCook2 and "VAG" for MSR-VTT, VATEX and VALOR-32K. Interestingly,
the second-best results are nearly as good as the best ones, indicating that the
left-out modalities have a minimal impact on performance. This aligns with the
observation that these left-out modalities are the weakest individually for each
dataset.

4.4 State-of-the-Art Comparison

The comparison results with the state-of-the-art models for YouCook2, MSR-
VTT, VATEX and VALOR-32K are presented in Table 3. The results for MM-
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Table 2: Captioning results on the YouCook2, MSR-VTT, VATEX and VALOR-32K
datasets with different modality combinations. V, A, T and G stand for video, audio,
speech transcript and generated description, respectively.

YouCook2 MSR-VTT VATEX VALOR-32K
Modality B M R C B M R C B M R C B M R C

V 7.41 36.06 14.40 98.73 39.89 60.07 27.10 45.34 35.2 23.58 51.47 54.75 4.66 10.65 25.97 26.42
A 1.61 22.40 6.86 18.14 36.05 55.22 22.90 26.00 12.59 13.11 36.98 5.79 3.60 8.54 23.52 9.21
T 6.99 32.86 13.92 81.13 25.13 49.45 18.41 12.66 10.64 12.84 36.56 4.86 2.07 7.52 22.35 8.12
G 1.80 23.87 7.46 23.75 33.01 54.93 22.57 29.85 21.04 16.98 41.90 21.22 4.21 9.32 24.09 16.23
VA 7.84 36.46 14.78 101.19 44.50 61.68 27.90 46.74 35.84 23.79 52.12 55.95 4.99 11.00 26.08 27.20
VT 9.18 38.39 16.71 114.00 41.24 60.08 26.60 45.43 36.27 23.95 52.03 56.09 4.91 10.81 25.96 27.03
VG 7.50 36.96 14.62 101.37 43.74 61.59 27.77 46.59 36.17 23.80 52.09 56.02 5.05 10.88 26.12 28.05
TG 7.25 33.85 14.19 86.60 35.40 55.94 23.69 30.68 22.94 17.61 43.02 23.05 3.71 8.95 23.42 16.72
VAT 8.92 38.58 16.30 115.00 44.37 61.64 27.77 46.68 36.65 24.02 52.27 57.22 5.02 11.01 26.25 28.23
VAG 7.80 36.72 14.75 101.39 43.92 61.83 28.02 48.73 36.71 24.16 52.28 58.41 5.05 11.14 26.12 28.46
VTG 9.56 39.42 16.87 116.54 43.03 61.43 27.51 46.88 36.03 24.01 51.92 56.91 5.04 10.99 26.24 28.38
VATG 9.47 39.46 16.88 117.24 44.07 62.17 28.03 48.86 36.97 24.32 52.46 58.93 5.09 11.31 26.46 28.94

Diff-Net were obtained using two stacked diffusion models in a cascaded fashion,
as detailed in Section 4.5. This approach requires training the models twice and
was employed exclusively for these results. The tables display two sets of results
for MM-Diff-Net: one with modalities comparable to other models and another
with all modalities.

For YouCook2, TextKG [7] demonstrates the strongest performance across
three metrics: METEOR, ROUGE-L, and CIDEr-D, while MV-GPT performs
best for BLEU-4. MM-Diff-Net struggles to match TextKG’s performance, indi-
cating that the addition of knowledge graphs significantly improves results. How-
ever, MM-Diff-Net achieves comparable results with "VT" modalities compared
to other methods, and "VATG" modality combination secures the second-best
performance for both METEOR and CIDEr-D.

Table 3: Performance comparison with the state-of-the-art models trained from
scratch on the YouCook2, MSR-VTT, VATEX and VALOR-32K datasets. Triple cross-
attention fusion was used with YouCook2, concatenation with VALOR-32K and hier-
archical attention fusion with MSR-VTT and VATEX. Two stacked diffusion models
were used for all datasets.

YouCook2
Model Modality B M R C

SwinBERT [21] V 9.00 37.30 15.60 109.00
AT [10] VT 9.00 36.70 17.80 112.00

UniVL [23] VT 9.46 37.44 16.27 115.00
MV-GPT [34] VT 13.25 35.48 17.56 103.00
TextKG [7] VT 11.70 40.20 18.40 133.00

MM-Diff-Net (ours) VT 9.73 39.31 17.02 116.57
MM-Diff-Net (ours) VATG 9.92 39.85 17.19 120.60

MSR-VTT
Model Modality B M R C

SwinBERT [21] V 41.90 62.10 29.90 53.80
RSFD [47] V 43.40 62.20 29.30 53.10
TextKG [7] V 43.70 62.40 29.60 52.40

Shen et al. [35] V 44.40 63.40 30.30 57.20
MM-Diff-Net (ours) V 41.37 60.45 27.11 46.18
MM-Diff-Net (ours) VATG 43.72 62.04 28.31 49.55

VATEX
Model Modality B M R C

Support-set [30] V 32.80 24.40 49.10 51.20
OpenBook [46] V 33.90 23.70 50.20 57.50
Shen et al. [35] V 35.80 25.30 52.00 64.80
SwinBERT [21] V 38.70 26.20 53.20 73.00

MM-Diff-Net (ours) V 36.22 23.86 52.08 55.56
MM-Diff-Net (ours) VATG 37.28 24.44 52.58 59.15

VALOR-32K
Model Modality B M R C

SwinBERT [21] V 5.40 10.70 27.20 27.30
SMPFF [4] VA 7.50 12.60 28.60 37.10
VAST [3] VAT - - - 40.80

MM-Diff-Net (ours) V 5.12 11.01 26.44 28.23
MM-Diff-Net (ours) VATG 5.19 11.51 27.00 31.53
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In contrast, for MSR-VTT, MM-Diff-Net falls notably behind the state-of-
the-art methods. This is particularly evident when only the visual modality
is used. Even when all modalities are utilized, MM-Diff-Net achieves only the
second-best BLEU-4 score, with other metrics still trailing behind the state-of-
the-art models. Shen et al. [35] demonstrates markedly superior performance
across all metrics compared to all the other models.

For VATEX, SwinBERT [21] significantly outperforms all the other models
across all metrics. For METEOR and CIDEr-D metrics the performance of MM-
Diff-Net falls behind the performance of Shen et al. [35]. However, although
MM-Diff-Net struggles to match the performance of SwinBERT, it achieves the
second-best results for both the BLEU-4 and ROUGE-L metrics.

For VALOR-32K, VAST [3] reports the strongest performance on CIDEr-D,
but does not report the other metrics, while SMPFF [4] performs best on the
other metrics. MM-Diff-Net fails to match the performance of these models, but
with only the visual modality it is on par with SwinBERT [21] and outperforms
it when using all the modalities.

4.5 Ablation Studies

Comprehensive ablation studies were conducted to analyze the effectiveness
of the model design and the impact of different parameters and architectural
changes. The ablation studies on the YouCook2 dataset were performed using
the triple cross-attention method, Eqs. (15) and (16), and the test split of the
dataset. Conversely, the ablation studies on the MSR-VTT dataset utilized the
hierarchical attention method, Eq. (10), and the validation split.

Cascaded diffusion models. We examined the effect of stacking multiple
diffusion models [13,24], which aim to strengthen the sentence decoder output, in
a cascaded fashion. Model fi (i ≥ 2) is conditioned using the predicted sentence
xi−1
0 from the previous diffusion model. This, combined with the latent state

xt and the prediction of the previous time step x̃t+1, leads to Eq. (6) being
reshaped:

zx,i = FC(Concat(xt, x̃t+1, x
i−1
0 )) + φ(y(t′)). (17)

The effectiveness of this cascading approach is evaluated by comparing the
performance of using two or three stacked diffusion models against using only one
diffusion model. The results presented in Table 4 demonstrate a noticeable im-
provement when employing two stacked diffusion models compared to using just
one. However, further stacking beyond two models does not yield a significant
improvement in performance.
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Table 4: Stacking different numbers of
diffusion models on MSR-VTT.
Diffusion
models B M R C

1 45.05 62.36 28.42 49.97
2 46.09 63.32 29.16 51.03
3 46.12 63.37 29.12 51.06

Table 5: Different numbers of trans-
former layers on MSR-VTT.
Layers B M R C

2 45.12 61.81 28.50 49.17
3 45.05 62.36 28.42 49.97
4 44.98 62.23 28.28 49.89
5 44.95 62.33 28.57 50.07

Number of transformer layers. The impact of varying the number of trans-
former layers is examined next, with the results presented in Table 5. These
results indicate that increasing the number of layers does not significantly af-
fect the outcomes. Notably, METEOR and CIDEr-D scores improve when the
number of transformer layers is increased from two to three, but further in-
creases have a smaller impact, while other metrics remain relatively unchanged.
Consequently, the number of transformer layers was set to three, balancing per-
formance and computational efficiency effectively.

Switching semantic prior. Since the semantic prior has a large role in the
model architecture, as discussed in Section 3.1, the effect of using the generated
description as the semantic prior is tested. In our experiment, there is no no-
ticeable difference in results with MSR-VTT as both the BLEU-4 and CIDEr-D
measures are practically equal when using either the generated description or the
speech transcript as the semantic prior. On the other hand, changing the speech
transcript as the prior to generated description leads to a significant decrease in
performance with YouCook2 as BLEU-4 drops from 9.47 to 8.59 and CIDEr-D
from 117.24 to 113.35.

With MSR-VTT, either of the text-based modalities can thus serve as a
semantic prior, but in YouCook2, the speech transcript should be used. Since
the videos in YouCook2 dataset are instructional, the speech transcript is more
likely to contain words relevant to the caption. Therefore the generated descrip-
tion may contain extraneous or irrelevant information, potentially disrupting the
captioning process.

4.6 Qualitative Results

Figure 3 shows sample captions generated for two videos of the YouCook2 dataset
employing various modalities. The first sample shows a case where the MM-Diff-
Net model has successfully generated a coherent, high-quality caption, whereas
the second one illustrates the difficulties the model may encounter. In the exam-
ples, the influence of different modalities is evident. Captions generated using the
audio elements are entirely unrelated to the video, while description-based cap-
tions struggle to capture precise details in the cooking process. Captions created
using the visual elements and speech transcripts capture distinct elements of the
video, with each providing a partial answer. Combining all modalities results in
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Ground Truth: pour the dressing over the salad and mix
Visual: mix the salad
Audio: add the chicken in the pan
Speech Transcript: pour the ingredients on the bowl
Generated Description: add the sauce to the pan
All modalities: pour the dressing on the salad and mix

Ground Truth: add chopped daikon radish green onion apple puree and
minced ginger and garlic to a large bowl
Visual: add green green onion onion and sugar to the bowl
Audio: add the oil in the pan
Speech Transcript: blend the ginger and ginger and garlic in in a food
processor
Generated Description: add the vegetables
All modalities: add the onion green ginger and sauce to the bowl

Fig. 3: Qualitative results generated by using the different modalities for two videos
from the YouCook2 dataset.

higher-quality captions compared to any single modality. The caption for the
first video closely resembles the ground truth, while the one for the second video
captures the main action, but fails to recognize all ingredients accurately.

5 Conclusions and Future Work

In this paper, we addressed the multimodal video captioning task by proposing
a novel Multimodal-Diffusion-Network (MM-Diff-Net) that employs a diffusion
process to generate multimodally grounded captions. Diffusion models have faced
success in many recent research tasks, but to our best knowledge, our work is
the first one to apply them in multimodal video captioning.

Our proposed MM-Diff-Net model obtained competitive results on all four
datasets, YouCook2. MSR-VTT, VATEX and VALOR-32K, compared to the
performance of the best state-of-the-art autoregressive models. It is interesting
to note that for each dataset, a different SOTA model performed the best. MM-
Diff-Net’s ability to generate coherent captions is thus noteworthy and promising.
Also, we found that the inclusion of our proposed new input modality, generated
description, consistently improved the quality of the generated video captions.
In experiments on four datasets the fusion of all available modalities, video,
audio, speech transcript and generated description, yielded the best performance.
However, the optimal modality fusion method varied across the datasets. A topic
for future research would thus be to study this behavior in depth and develop a
domain-agnostic fusion model that could be optimal for all datasets.
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