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Fig. 1: We estimate 3D shape and pose of horses from monocular images. The figure
shows pictures of Dessie, a famous racehorse, together with our 3D reconstruction.

Abstract. In recent years, 3D parametric animal models have been de-
veloped to aid in estimating 3D shape and pose from images and video.
While progress has been made for humans, it’s more challenging for
animals due to limited annotated data. To address this, we introduce
the first method using synthetic data generation and disentanglement
to learn to regress 3D shape and pose. Focusing on horses, we use text-
based texture generation and a synthetic data pipeline to create var-
ied shapes, poses, and appearances, learning disentangled spaces. Our
method, Dessie, surpasses existing 3D horse reconstruction methods and
generalizes to other large animals like zebras, cows, and deer. See the
project website at: https://celiali.github.io/Dessie/.
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1 Introduction

Capturing 3D articulated motion of humans and animals is essential for un-
derstanding motion dynamics and enhancing various applications such as vir-
tual reality [49]. In addition, motion can be often associated with diseases and
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2 C. Li et al.

pain, making motion capture an effective diagnosis tool for animal subjects that
do not communicate discomfort verbally. Recent advances in computer vision
have promoted 3D markerless motion capture [69], allowing motion inference
from visual data without invasive equipment. Substantial efforts in these mark-
erless approaches have focused on using parameterized models like SMPL for
humans [47] and SMAL for animals [84], which define local (shape and pose)
and global (rotation and translation) properties. Their precise capture makes
them important analysis tools across various fields, particularly in biomedical
downstream tasks [28,29,50].

In this work, we focus on horses. Horses are particularly relevant for their
economic value [12, 23]. Maintaining horses requires substantial resources [61].
Moreover, despite their large bodies, horses are delicate, owning an anatomi-
cal fragility that often leads to severe, irrecoverable injuries, in particular for
the most precious racing subjects. Consequently, horses have been extensively
studied from both behavioral and biomechanics perspectives. In computer vi-
sion, recent efforts have developed 3D articulated parameterized shape models
specific for horses [38, 85], confirming our view that horses, for their particular
wide presence in several human activities, require ad-hoc, specific models. What
the horses have in common with other animals is the scarcity of 3D annotated
datasets that would facilitate learning to regress 3D poses from images with end-
to-end regressors. In addition, horses might share similarities in how they move
with other species of the same Equine family. Motivated by these observations,
we explore disentanglement in learning image-to-3D model parameter regressors.

Disentanglement is a powerful machine learning technique, offering advance-
ments in different fields like image generation [21] and style transfer [34]. By sepa-
rating underlying factors of variation in the data, it facilitates more interpretable
models and enhances generalization and robustness. In image recognition, dis-
entangled representations have achieved state-of-the-art (SOTA) results [18,59],
showcasing their ability to isolate and manipulate salient features in complex
data. Motivated by these successes, we investigate the potential of disentangle-
ment to address challenges in monocular 3D horse mesh reconstruction.

Recent advancements in 3D markerless motion capture domain have shown
that regression-based approaches, utilizing neural networks to directly map im-
age pixels to model parameters, achieve SOTA results for human [17, 25, 26, 31]
and animal [3,83] modeling. These methods employ encoders [13,20], for feature
extraction, with decoders predicting model parameters from the extracted fea-
tures. However, these methods embed all image attributes—ranging from subject
shape and pose to the background—into a single feature space, entangling diverse
properties, and complicating the decoder’s task of isolating relevant information.
In this work, we employ a specialized encoder to separate features relevant to
the subject’s local (pose, shape) and global information (rotation, translation,
camera), coupled with distinct decoders to regress separate model parameters.
To the best of our knowledge, this is the first work in which disentangled feature
spaces are used for animal 3D reconstruction.
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Dessie 3

To enable disentanglement learning and regression-based 3D reconstruction
of animals, a large-scale dataset is essential. Collecting real-world data is chal-
lenging, primarily due to the scarcity of real-world animal data, and the high
costs associated with data collection, unlike the relative abundance of available
human data [17]. To address this challenge, we develop a synthetic pipeline,
DessiePIPE, capable of generating realistic animal images on the fly, to sup-
port regression-based 3D animal reconstruction while encouraging disentangle-
ment learning. DessiePIPE utilizes a newly published horse motion capture
dataset [39] and the hSMAL model [38], rendering horse images, in various poses
(standing, walking, trotting, cantering, eating, bending neck, sitting, rearing),
shapes, and species-related textures, with randomized orientations and back-
grounds. Additionally, we introduce a novel technique, to create image tuples
with controllable variations, allowing the study of disentangled features by pro-
ducing pairs of images that vary one feature while maintaining others (e.g . dif-
ferent appearances with the same pose and global rotation).

Leveraging DessiePIPE, we present DinoHMR, a variant of the popular HMR
framework [25], and introduce Dessie5, a multi-stream framework combining dis-
entanglement learning. Both methods are based on the vision foundation model
DINO [8]. Unlike HMR, Dessie disentangles image features into different spaces
with independent processing paths, such that information that pertains to dis-
entangled features can propagate through the layers without spurious influences.

Through extensive experiments, we validate our methods, demonstrating
their effectiveness by training exclusively on synthetic data from DessiePIPE.
Our methods generalize well across unseen real-world datasets and deliver both
qualitative and quantitative improvements when fine-tuned on real image datasets
of varying sizes, from limited to large. Dessie outperforms existing 3D animal
reconstruction methods even with limited real data, offering a solution to data
scarcity, and generalizes well across out-of-distribution image domains and to
other horse-like species.

To summarize, our contributions are:

– We propose DessiePIPE, a method to generate diverse and high-quality syn-
thetic images for 3D horse markerless reconstruction learning.

– We present Dessie, a framework for 3D pose and shape estimation of horses
from monocular images based on the foundation model DINO; on disentan-
gled latent spaces; and on disentangled learning. For comparison, we also
propose DinoHMR (Dessie without disentanglement).

– We show that disentangled learning results in more efficient training, and
achieves SOTA performance on various benchmarks.

2 Related Work

Model-based methods for 3D reconstruction of humans and animals. The mark-
erless motion capture of articulated deformable subjects, like humans and many
5 Desert Orchid (1979–2006), known as Dessie, was one of the most beloved and iconic

racehorses in British history. Source: Wikipedia.
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animals, requires prior models of body shape and pose when applied in monoc-
ular settings. In recent years, the development of 3D parametric shape mod-
els of the human body has seen explosive development in computer vision and
graphics, with the SMPL model [47] being the de-facto standard. SMPL and its
successors [47, 55, 56, 58] are data-driven models learned from thousands of 3D
body scans of real people. They define statistical parametric linear shape mod-
els, for generating bodies of different shapes, sizes, and genders. A huge number
of methods [5,25,26,30–33,36,40,41,43,57,80] focus on recovering 3D shape and
pose from monocular images or videos using SMPL models.

Given the challenges of learning animal models from 3D captured data, ini-
tial research on animal modeling focused on creating 3D models from images. A
pioneering effort by Cashman and Fitzgibbon demonstrates the reconstruction
of dolphins and bears from images [9]. Later, Zuffi et al. introduce SMAL [84],
the animal equivalent of SMPL, learned from 3D scans of a limited set of toys
representing different quadrupeds. Based on the SMAL model, Zuffi et al. [83]
introduce an end-to-end regression network to reconstruct zebras, marking an im-
portant step towards more detailed and accurate animal 3D model-based monoc-
ular reconstruction. The 3D capture of dogs has seen innovation, with Kearney
et al. [27] utilizing RGBD images for reconstruction, while Biggs et al. [3, 4]
achieve pose and shape estimation from solely image data. Rüegg et al. [64, 65]
enhance accuracy by incorporating breed-specific information and ground con-
tact data. Bird modeling has also progressed, employing images and a 3D syn-
thetic model [2,72] to learn shape variation of birds. Li et al. [38] introduce the
hSMAL model, a horse-specific SMAL model that facilitates the recovery of 3D
poses from images and aids in lameness detection in horses [45], showing the po-
tential of these technologies for biological and medical applications. VAREN [85]
builds upon hSMAL, leveraging real horse scan data.

Many existing regression methods [3, 25, 31, 33, 41, 43, 83] encode images as
a single feature vector to directly predict camera, model shape and pose pa-
rameters. Notably, some methods take a different approach. PARE [30] employs
part-guided attention from one module alongside 3D features from another to
better understand occluded body parts. HybrIK [40] leverages separate modules
to generate 3D heatmaps and predict shape and twist angles for inverse kine-
matics. Pavlakos et al. [57] estimate silhouette and heatmap from images to infer
model shape and pose, showing that disentangling shape and pose enhances 3D
prediction stability and accuracy. Recent works on dogs, Barc [65] and Bite [64],
employ separate pose and shape modules. Unlike these approaches, our work
proposes to learn three separate feature spaces for shape, pose, and global infor-
mation (rotation, translation and camera) prediction in a disentangled fashion.

Feature Extraction Networks. The backbone networks for extracting image fea-
tures are diverse, with ResNet [20], Stack Hourglass [53], and HRNet [68] be-
ing commonly used. Recently, DINO [8], a self-supervised self-distillation large-
scale foundation model, has proven effective in extracting image representa-
tion [71] and performs well on downstream tasks [1, 70]. Pretrained DINO fea-
tures have been used in non-template based 3D animal reconstruction tasks, like,
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in Lassie [77], Hi-Lassie [78], and Artic3D [79] to optimize 3D animal shape from
a small scale of images (less than 30 images); in Magicpony [74], Farm3D [24],
3D Fauna [44] to learn 3D priors from a large-scale dataset (over 10k images).
Similar to our work, Digidogs [66] fine-tunes DINOv2 [54] for estimating 3D dog
skeletons of real-world images using simulation data by extracting token features
from DINOv2. Ours more focus on the extracted key features from DINO.

Disentanglement. Disentanglement aims to figure out the underlying latent rep-
resentations that control different data properties. It has be applied to both
2D images [11, 21, 48] and 3D meshes [82]. Lorenz et al. [48] disentangle shape
and appearance from 2D images by learning parts consistency over category
instances, leveraging the equivariance and invariance constraints on the image
representation to extract part-based information. Zhou et al. [82] disentangle
shape and pose features from registered meshes by using self-consistency and
cross-consistency constraints in an unsupervised setting. Hu et al. [22] extract
disentangled 3D attributes only from 2D images to manipulate the 3D output,
based on PiFu, which decodes image features from the backbone network into 3D
implicit representations of humans. The image features encode three attributes,
which are disentangled by the designed frameworks. Zhao et al. [81] disentangle
pose and view factors from 2D human poses by maximizing mutual informa-
tion of the same pose from different views in a contrastive learning manner.
While these works focus on 2D pose estimation, 3D mesh generation or 3D mesh
manipulation tasks, none address monocular model-based 3D reconstruction.

To encourage disentanglement, contrastive learning is an effective strategy.
Traditional contrastive methods, such as SimCLR [10] and MoCo [19], typically
involve pre-training an image encoder on large datasets in an unsupervised man-
ner. These methods gain their effectiveness by generating positive and negative
image pairs, which encourages the model to closely align the features of the pos-
itive pairs. Our method simplifies the process by leveraging the labels from the
generated image pairs and ensuring feature similarity for each matching pair.

3 Method

3.1 The hSMAL model

Analogous to the SMPL model, the hSMAL model [38], a horse-specific version
of the SMAL model, is a parameterized 3D model of horses. It factorizes surface
variations into shape, and pose. Given 37 horse toy scans as training data, the
average shape over the training set is calculated as Vmean, and PCA is performed
on the variations of each scan to the mean shape. The shape, noted as β ∈ R9,
is the set of PCA coefficients representing vertex-based deformations from the
mean shape. The pose, noted as θ = (θG, θJ), represents the global rotation
θG ∈ R3 and the relative rotation of each joint with respect to its parents in
the kinematic tree θJ ∈ R35×3 in axis angle representation. The hSMAL model
defines a mapping function, Θ : (β, θ, ξ) 7→ v, which outputs a 3D mesh based
on linear blend skinning. ξ is the global translation.
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6 C. Li et al.

Fig. 2: DessiePIPE: Synthetic generation pipeline. Top: the training image generation
process; bottom: generated data samples with controlled variations.

3.2 DessiePIPE

As noted, to advance disentanglement learning and regression-based 3D recon-
struction techniques, we require a large-scale animal dataset. However, compiling
this dataset through real-world data collection presents significant challenges.
Particularly, it’s highly impractical to obtain e.g. a pair of animal images in
identical poses with different appearances, which is crucial for promoting feature
disentanglement by having image pairs that share similar features with varia-
tions in another feature. To overcome this challenge, we develop DessiePIPE.
DessiePIPE allows for the creation of horse images with diverse combinations of
camera viewpoints, horse appearances, and poses, utilizing Pytorch3D [60] and
the hSMAL model as shown in Fig 2. It differs from previous offline synthetic
data generation, using limited textures and poses learned from 2D images [75],
or fixed shape [37,52]. A concurrent method is FoundationPose [73], which gener-
ates synthetic data using language and diffusion models for RGBD 3D rendering.

To generate realistic horse appearances, we create a finite set containing 80
highly realistic UV texture maps following TEXTure [62], which generates tex-
ture maps for a given 3D shape with a text prompt by leveraging pretrained
depth-to-image stable diffusion model [63]. Specifically, the texture set is con-
structed with text prompts based on eight distinct horse species, including Bay
Thoroughbred, Palomino Quarter Horse, Chestnut Morgan, Buckskin Tennessee
Walker, White Arabian, Black Friesian, Dapple Gray Andalusian, Pinto Paint
Horse. We refer the readers to Supplementary Materials for more details. For the
horse’s shape, we obtain an infinite set by randomly sampling within the hSMAL
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Fig. 3: Network architectures of Dessie. Dessie extracts latent features (γA, γP , γG)
with DINO and predicts the hSMAL parameters with the corresponding decoders. The
model is trained with keypoint loss, silhouette loss and a contrastive loss to encourage
the disentanglement.

shape space with a Gaussian distribution. Regarding the pose, we create a finite
set composed of realistic horse poses extracted from PFERD [39], including daily
motion poses (standing, walking, trotting, eating, bending neck) and advanced
poses (sitting, rearing). Note that these poses also encapsulate the global rota-
tions. Random image backgrounds come from the COCO dataset [46]. With the
described components, DessiePIPE randomly selects an item from each of the
appearance, pose, and background sets to compose a horse image. This process
is further exploited by DessiePIPE to generate pairs of images (I1, I2), where I1
and I2 are images that differ in one aspect—either model shape, pose, or global
rotation. Fig 2 provides examples of how individual changes impact the ren-
dered outcomes. Images are generated using Pytorch3D, each with a resolution
of (256, 256). Ground-truth annotations for each image include: global rotation
θGgt

, pose θJgt
, shape βgt, global translation ξgt, silhouette Sgt, and landmark

locations Kgt. We define 17 landmarks on the 3D model template, corresponding
to the 2D animal keypoint labels in ViTPose+ [76], and apply the Pytorch3D
rasterizer to filter out and retain landmarks visible in the camera views.

3.3 Network Architecture

Inspired by HMR [25] and DINO-related feature studies [1, 8, 71, 74], we pro-
pose two extractor-decoder frameworks that incorporate the DINO model: 1)
DinoHMR, an HMR-like model, and 2) Dessie, a multi-stream structure with
a modified contrastive loss LDFL, for disentangled shape and pose estimation
(Fig 3). Unlike HMR, which encodes image features with ResNet, both DinoHMR
and Dessie exploit the capabilities of DINO’s key features from the last layer.

In DinoHMR, we employ an extractor with a Conv2D network to extract a
single feature representation from the keys, and a decoder for predicting shape
β, pose θJ , global rotation θG and translation ξ parameters. In contrast, the
Dessie extractor F(.) employs three Conv2D networks on the keys to isolate
features γA ∈ ΓA, γP ∈ ΓP , and γG ∈ ΓG, corresponding to the feature spaces
for subject appearance, subject pose, and global information, respectively, with
ΓA, ΓP , ΓG ⊆ R640. The Dessie decoder is composed of three distinct submodules
MA, MP , and MG, each processing a specific set of features extracted by the

770



8 C. Li et al.

Dessie extractor. As shown in Fig. 3, the submodule MA is responsible for infer-
ring the shape parameters β from the appearance features γA. The submodule
MP deduces the pose parameters, θJ leveraging the pose features γP . Lastly,
MG estimates both the global rotation θG and the global translation ξ, utilizing
the global information features γG. The entire framework is described by:

Dessie Extractor: (γA, γP , γC) = F(x),

Dessie Decoder: β = MA(γA),

θJ = MP (γP ),

(θG, ξ) = MG(γG)

(1)

We employ a weak-perspective camera model Ω(s, tx, ty), with learnable scale
s ∈ R and translation (tx, ty) ∈ R2, and pre-defined focal length f = 5000. Given
the relativity between the camera and the 3D model, the global translation of
the model is defined as ξ =

[
tx, ty,

2·f
r·s

]
, where r = 256 is the image resolution.

We use a differentiable render, Pytorch3d, to render the silhouette S̃ and 2D
keypoints K̃ by projecting the model back to the image.

3.4 Loss

Dessie is trained in an end-to-end manner, with loss defined as:

L = LKP + LSIL + LHSMAL + LDFL. (2)

LKP is a 2D keypoint loss defined as :

LKP = ωK

∑J
j=1 λ

2
jρ

∥∥∥K̃j −Kj
gt

∥∥∥
2∑J

j=1 λ
2
j

, K̃j = Π(κj , Ω), (3)

where κ are the body keypoints on the model, projected by the camera Ω. Kgt

are the ground-truth 2D keypoints with visibility flag λ, and ρ is the Geman-
McClure robustifier [15]. Π is the differentiable rendering function. LSIL is a
silhouette loss defined as:

LSIL = ωSsmoothL1(S̃, Sgt), S̃ = Π(v, Ω), (4)

where Sgt is the groundtruth silhouette, S̃ is the projected model silhouette, and
smoothL1(.) is the SmoothL1 loss [16]. LHSMAL is the weighted sum of the shape
and the pose priors of the hSMAL model, defined in [38], with corresponding
weights ωβ

Prior and ωθ
Prior. LDFL is a variant of contrastive loss designed to

encourage the disentanglement between different features and minimize intra-
pair differences with known input pair variations, defined as:

LDFL = ωD


MSE(γP1 , γP2) +MSE(θG1 , θG2), if appearance difference.
MSE(γA1 , γA2) +MSE(θG1 , θG2), if pose difference.
MSE(γA1 , γA2) +MSE(γP1 , γP2), if global rotation difference.

(5)

Given the ambiguity between the camera and model, the loss on global trans-
lation is not applied. It is important to note that ground-truth shape and pose
labels from DessiePIPE are not necessary for the learning process. For DinoHMR,
the contrastive loss term LDFL is omitted.
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4 Experiments

4.1 Datasets

Synthetic Dataset. Through DessiePIPE, we construct synthetic validation dataset,
using 10% of the texture maps and around 12% of the poses, and the valida-
tion set from the COCO dataset for the background. For each training epoch,
DessiePIPE creates 6.4k and 640 images for training and validation.

Real-world Dataset. Our evaluation utilizes several public datasets: 1) The horse
category from PASCAL [14] and AnimalPose [7]; 2) The horse category in Mag-
icPony [74] dataset, which compiles images from Weizmann Horse Database [6],
PASCAL [14], and Horse-10 Dataset [51]. Each real-world dataset includes an-
notated segmentation masks. Given the keypoints labels are not available in the
MagicPony dataset, we generate keypoint labels with ViTPose+ [76].

4.2 Network Implementation Details

DinoHMR and Dessie both use DINO-ViTs8 as the backbone for the extractor
F , with the last three layers unfrozen for adaptation to the 3D animal recon-
struction task. In the decoder D, each module comprises two fully connected
layers with dropout applied in between, followed by a fully connected layer to
predict the residual of each parameter. The associated features and the corre-
sponding parameters are concatenated as input to each module, which outputs
residual to update the parameters for three iterations. Training spans up to 800
epochs, with a learning rate of 5×10−5. Model selection is based on achieving the
lowest loss on the validation dataset. For the weights in the loss function, from
Eq. 2 to Eq. 5, we set ωK = 0.001, ωS = 0.0001, ωβ

Prior = 0.01, ωθ
Prior = 0.01,

and ωD = 0.02. We apply color jittering to the images. The training process is
conducted on two Nvidia A100 GPUs for approximately two days.

4.3 Experiments

We conduct two main experiments to demonstrate the effectiveness of Dessie.
First, we train both DinoHMR and Dessie solely based on synthetic data gen-
erated by DessiePIPE with the same sampling strategy, and validate their per-
formance on unseen real-world datasets. Second, we fine-tune DinoHMR and
Dessie using either a limited amount of real data from Staths [67] or a compara-
tively larger dataset from MagicPony [74], to showcase the model’s capacity for
generalization across different scales of data.

DinoHMR vs. Dessie with DessiePIPE. Given that DessiePIPE is fully con-
trollable and observable, we can incorporate ground-truth shape and pose labels
from DessiePIPE for supervised learning. We introduce a ground-truth loss term
Lgt, for both shape β and pose θ, using the mean squared error (MSE) between
the predicted values and the ground truth labels from DessiePIPE.
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Table 1: DinoHMR vs. Dessie with DessiePIPE on unseen image datasets.

Network Lgt LDFL Magicpony Dataset AnimalPose Pascal
PCK@0.1(↑) IoU(↑) PCK@0.1(↑) IoU(↑) PCK@0.1(↑) IoU(↑)

DinoHMR - - 67.70 57.39 68.42 56.87 47.65 47.63
✓ - 61.02 54.68 68.70 54.87 45.23 45.85

Dessie

- - 59.94 54.61 67.13 55.52 43.11 44.58
✓ - 69.42 58.02 73.63 58.24 47.73 46.93
✓ ✓ 65.66 56.39 70.26 56.15 45.15 47.69
- ✓ 70.97 59.99 75.43 59.69 52.27 52.51

Note: ✓ indicates inclusion of the loss component in training; - indicates exclusion.

We examine the performance of DinoHMR and Dessie when utilizing the
contrastive loss LDFL, in comparison to their supervised-learning variants em-
ploying Lgt, as presented in Table 1. Notably, DinoHMR and Dessie are trained
without any real images. Our evaluation metrics include the Intersection Over
Union (IoU) and the Percentage of Correct Keypoint (PCK) with a threshold
of 0.10, applied to manually defined keypoints on the model across all unseen
real-world datasets. For MagicPony dataset, we report PCK among the 17 pre-
dicted keypoints defined by ViTPose+. For Pascal and AnimalPose datasets,
we follow the evaluation in [67], employing 16 keypoints as specified for Pascal.
Dessie (w/o Lgt, w/ LDFL) consistently outperforms other methods, supporting
our hypothesis that a model promoting feature disentanglement achieves better
generalization in zero-shot real image reconstructions.

DINO Key Feature. Given that we train Dessie with DINO backbone unfrozen,
we are interested in one question: How does the 3D reconstruction learning affect
the DINO feature space? To answer this question, we utilize PCA to visualize the
key features extracted from the DINO model’s last layer, and examine the self-
similarity of these features, as in previous studies [71]. Brighter areas represent
higher component values, indicating regions of intense focus for reconstruction.
This analysis uses two synthetic test images and two real images from the An-
imalPose dataset, as shown in Fig 4. The comparison reveals that while the
vanilla DINO features capture the spatial layout and structure of both the sub-
jects and environments, the features in Dessie shift to focus more toward the
targeted reconstructed subjects, effectively minimizing background distractions.

Dessie vs. SOTA with limited real shots. We assess the performance of DinoHMR
and Dessie against A-CSM [35] and Staths [67], with a constrained training
dataset of 150 labeled images [67]. Notably, Staths is an augmented A-CSM
framework with additional web-sourced images for training. During the train-
ing, we construct batches to maintain an equal proportion of synthetic and real
images, selecting model based on the performance of the synthetic validation set.
Real images are excluded from computing LDFL and the silhouette loss LSIL

to maintain consistency with [67] during training. The effectiveness is quantified
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Fig. 4: Visualization of the leading PCA components of key features for two synthetic
and two real images from top to down. For each image, we visualize the original DINO
(row 1) and the Dessie key features (row 2).

on AnimalPose and Pascal datasets as shown in Table 2, using the Area Under
the Curve (AUC) metric to capture PCK performance across varying thresh-
olds from 0.06 to 0.1. The results show that both DinoHMR and Dessie, even
when fine-tuned with only the 150 images, outperform Staths, highlighting their
effectiveness in utilizing limited real-world data resources.

Table 2: KeyPoint Evaluation. †: number taken from [67].

AUC (↑) A-CSM [35]† Staths [67]† DinoHMR Dessie DinoHMR⊛ Dessie⊛

AnimalPose 51.0 75.1 55.6 62.2 81.8 82.9

Pascal 37.4 55.9 36.4 40.7 60.5 61.2
Note: ⊛: Model finetuned on dataset in [67].

Dessie vs. SOTA with larger real dataset. We extend our evaluation of DinoHMR
and Dessie by training them with a larger dataset from MagicPony [74], denoted
as DinoHMR⋆ and Dessie⋆, and conducting assessments using the PASCAL horse
subset [14]. For real images, we apply both silhouette and keypoints loss.
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Table 3: Dessie v.s. SOTA methods

(a) Keypoint Transfer Tasks on Pascal.
†: number taken from [24,44].

Network PCK@0.1↑
UMR [42]† 28.4

A-CSM [35]† 32.9
MagicPony [74]† 42.9
Farm3D [24]† 42.5

3D Fauna [44]† 53.9

DinoHMR 33.8
Dessie 37.1

DinoHMR⋆ 54.3
Dessie⋆ 55.8

(b) 3D evaluation on PFERD [39].
Network Dessie⋆ MagicPony 3D Fauna

CD (mm)↓ 11.85 32.28 30.10

Note: ⋆: Model fine-tuned on the
whole dataset in [74].

We evaluate the quality of keypoint
transfer [35], by generating source-target
image pairs from the PASCAL validation
list. For each source image, we project the
visible vertices of the predicted mesh onto
it and align each annotated 2D ground-
truth keypoint with its closest vertex.
This vertex is projected onto the tar-
get image to compute the error with the
ground-truth target points, quantified by
PCK@0.1. Table 3a shows that Dessie
outperforms the latest learning-based SO-
TAs. Remarkably, 3D Fauna is trained on
a dataset larger than MagicPony.

We further conduct a quantitative 3D
evaluation on a subset of PFERD [39] by
computing the Chamfer Distance (CD) af-
ter Procrustes alignment between the 3D
GT and predicted results. As shown in Ta-
ble 3b, Dessie outperforms other SOTAs.

Qualitative and Generalization Results: DinoHMR vs. Dessie. We qualitatively
compare DinoHMR and Dessie, trained with and without real-world data, as
depicted in Fig 5. Incorporating additional real-world data in training enhances
both models’ performance. Both methods exhibit robust capabilities across dif-
ferent image domains, even when applied to out-of-distribution data (the last
three rows in Fig 5), highlighting their adaptability and effectiveness.

Qualitative Results: Dessie vs. SOTA. Fig. 6 showcases Dessie versus SOTA
methods, highlighting better mesh reconstruction results. In addition to shape
and pose reconstruction, it has better global orientation prediction in challenging
scenarios where MagicPony and Farm3D struggle as shown in the last rows.

Qualitative Results: Dessie with other species. Fig. 7(a,b) demonstrates Dessie
reconstructing the 3D mesh better for horse-like and other distinct species. De-
spite being fine-tuned solely on limited horse data, Dessie captures better poses
(Fig. 7(c)) compared to MagicPony, which is also trained on horse data.

5 Conclusion

In this work, we introduce DinoHMR and Dessie, two simple and effective frame-
works for horse mesh recovery based on the vision foundational model DINO,
utilizing the synthetic data generation pipeline DessiePIPE. The performances
further increase with finetuning using real images. Our experiments show that
Dessie generalizes well to unseen real images, both horses with new skin patterns
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Fig. 5: DinoHMR and Dessie before and after⋆ real-world data fine-tuning.

and shapes, but also similar species like zebra, cow and deer. Dessie is a step
towards a viable solution, particularly, for rare species where the scarcity of data
poses a big challenge to training comprehensive models from scratch. Our results
indicate that even with a minimal dataset for fine-tuning, Dessie maintains its
efficacy, underscoring its applicability for scarce-data animal applications.

Limitations. Currently, Dessie operates on cropped images with a single subject,
which poses challenges if this setting is violated (Fig. 8, right). To overcome the
limited shape expressiveness of the hSMAL model, which generalizes poorly to
shapes very different from those in the training set (Fig. 8, left), the latest horse
shape model, VAREN [85] can be used. Finally, while model-based approaches
can resolve ambiguities deriving from monocular settings, they require learning a
shape and pose prior, which can be challenging for the animal species of interest.
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Fig. 6: Qualitative comparison between SOTA and Dessie. Non-Dessie figures are taken
from the original publications [24,44,74,78], except for the third row.

Fig. 7: Reconstructions of other species not present in the training set.

Fig. 8: Failure cases. Left: Novel shapes. Right: Two subjects.
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