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Abstract. In recent years, significant advancements have been made
in deep learning-based ship detection methods on the ocean surface.
However, publicly available maritime datasets that include categories
for small-scale ships and network frameworks optimized explicitly for
small-scale ship detection on the ocean surface are still limited in avail-
ability. To address the data scarcity in small-scale ship detection, bridge
the gap between small-scale ship detection and general object detection,
and mitigate the impact of small objects on maritime safety, we collect
a multi-scale dataset with a particular emphasis on detecting small ob-
jects on the ocean surface, named the iShip-1. Leveraging this dataset,
we train the S3Det for small-scale ship detection, which remarkably de-
tects small-scale ships on the ocean surface. Specifically, the iShip-1 com-
prises 17,236 images encompassing six categories captured from multiple
perspectives and under various weather conditions. Notably, the Other
Ship category focuses explicitly on small-scale ships. The S3Det is op-
timized for detecting small-scale ships through improved backbone and
neck architecture. It employs the NWD Loss instead of the traditional
ToU Loss and utilizes the Feedback Cut&Paste technique for effective
data augmentation. We evaluate the performance of the S®Det on both
the Seaships and iShip-1. For small-scale ship detection, S Det achieved
a recall rate of 68.9%, a mAP50 of 73.9%, and a mAP50:90 of 39.4%.
These results indicate improvements of 5.9%, 2%, and 1.2% compared
to the original YOLOvV8 model, respectively. Our code and dataset are
available here https://github.com/1i01233/53Det.

Keywords: small-scale ship detection - maritime dataset - maritime
target recognition

1 Introduction

Recently, deep learning techniques have been introduced by many researchers
into maritime surveillance to ensure navigation safety on the ocean. An essential
part of maritime surveillance is object detection, however, the current techniques
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still have low accuracy for several reasons: 1) more complicated light conditions
on the ocean surface compared with traditional object detection; 2) the pictures
captured from the sea surface are frequently affected by clouds, waves, and fog;
3) different ship types have more similar appearance features visually, while the
front and sides of the same ship differ more; and 4) the current maritime public
datasets do not adequately cover some ship types. All of these result in challenges
with object detection on the ocean surface.

Researchers have tried several methods to deal with the various challenges.
To enhance accuracy, some researchers attempt to modify the network, such as
adding the attention module[20, 22], changing the neck[16, 20] and backbone[3]
of the original network. While others make significant performance improve-
ments by optimizing the NMS(Non-Maximum Suppression) algorithms and loss
function|23] or by innovating in data augmentation[16].

For complex environmental conditions on the ocean surface, Shao Zhenfeng|10]
limit the detection range by Sea-Sky Line to minimize interference. Nie Xin[g]
take the initiative to produce low-quality images to increase the model’s robust-
ness. Appropriate research has additionally been conducted by Zeng Guangmiao[I9]
to re-identify a ship’s front and side. In the meantime, an increasing amount of
researchers have contributed to publicly available maritime datasets. One of the
most popular maritime datasets is Seaships|[10], which includes six common ship
types. Singapore maritime dataset(SMD)[9] provides Video footage that can be
used for object tracking and detection.

Fig. 1: Detection results of YOLOv8 model trained on Seaships.

However, in real-world applications, there are still a lot of difficulties, it is
evident from Fig. [T] that the model trained on the current publicly available ma-
rine dataset struggles to identify small objects, and performs poorly in low-light
situations (such as dusk or foggy), which would be fatal in the real world where
missed detection could lead to ship collisions. The reason for this poor perfor-
mance is twofold: firstly, a dataset encompassing the small object category is still
unavailable; secondly, there are few network frameworks particularly optimized
for small objects. To enhance small-scale ship detection on the sea and to guar-
antee the security of navigation, a dataset comprising small object categories
and multiple perspectives in multi-weather environments should be created, and
specifically algorithm optimization based on small-scale ships is required.

To address the aforementioned challenges, we develop our dataset, iShip-1,
and propose a specialized model called S® Det for efficient small-scale ship detec-
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Spotlight on Small-scale Ship Detection 3

tion. Our work can be divided into two main steps. Firstly, we collect the iShip-1
dataset, which includes images of six different types of ships (Bulk Carrier, Cargo
Ship, Passenger Ship, Fishing Vessel, Pleasure Craft), as well as small-scale ships
(Other Ship) under various weather conditions, both on the shore and onboard
from multiple perspectives. We carefully annotate the images and correct the
original SeaShips labels to ensure accurate training data. Secondly, we utilize
the iShip-1 dataset to train the S3Det (as depicted in Fig. [2). The model is
built upon the YOLOv8 network architecture, utilizing EfficientNetV2[12] as its
backbone and incorporating the neck structure from Gold-YOLOJI4]. To en-
hance the detection performance of small objects, we replace the traditional IoU
Loss with NWD Loss[15] in the loss function. Additionally, we introduce a feed-
back signal for Feedback Small-Cut&Paste to address the issue of imbalanced
data distribution and accelerate the recognition speed of small object detection.

Preprocessing Backbone EfficientNetV2 b

Toput Conv 2*Fused MBConv 4*Fused MBConv 1

-4— 4*Fused MBConv 6*MBConv 9*MBConv —>-

L 15*MBConv — [JISEPERIN o]
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Fig. 2: General overview of S2Det framework. In the preprocessing part, Mo-
saic and Feedback Small-Cut&Paste can enhance the data, and the feedback
signal from the network output is used to adaptively align the threshold of Feed-
back Small-Cut&Paste. EfficientNetV2 is adopted as the backbone, and Fused
MBConv and MBConv are in place of the original C2F module for feature ex-
traction. Gold-YOLO’s neck is chosen in the neck section instead of the original
PAN, which integrates the information of C2, C3, C4, and C5 and finally out-
puts the feature maps of the three layers to the detect head. The detect head will
output the loss for position and classification respectively, NWD Loss is used as
a substitute for the original IoU Loss.

The contributions of our paper are as follows:
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— We propose a ship benchmark dataset named iShip-1, which is available for
small-scale ships and encompasses multiple perspectives under multi-weather
conditions, to enhance the model’s accuracy for detecting small-scale ships
on the ocean surface and safeguard navigation safety in real-world scenarios.

— Our S3Det improves based on the original YOLOvS8 model, especially for

small objects. The model is tested on Seaships and iShip-1, respectively,

which exhibit notable performance in the recognition accuracy of small-scale
ships. We have also already deployed the model on the "Haitun-1" scientific
research experimental ship for experiments.

We introduce a novel data augmentation technique called Feedback Small-

Cut&Paste to address the dataset imbalance issue and enhance the network’s

ability to detect small objects. This technique significantly improves the net-

work’s sensitivity to small objects, thereby enhancing its overall performance
in small object detection tasks.

2 Related Works

2.1 Current Maritime Public Datasets

Many existing maritime public datasets have been captured by researchers or
enhanced from the original datasets. Apart from Seaships|10] and SMD[9] men-
tioned above, ABOShips[4], SeaSAw[5] and MCMODI|II] are also excellent mar-
itime public datasets. Table [I| displays these datasets’ specifics.

Table 1: Details of Maritime Public Datasets.

Name Types Images Instances Image Size
Seaships[10] 6 7,000 31,455 1920*1080
SMD[9] 2 17,450* 192,980 1920*1080
ABOShips[4] 9 9,880 41,967 1280*720
SeaSAw[5] 12 19,000,000 146,000,000 1920*10802
MCMODIII] 10 16,166 98,590 1920*1080

[1] These frames are extracted from the 36 videos in the dataset.
[2] SeaSAw dataset offers images in four resolutions: 7680*1408, 3840*2056,
3648*2052, 1920*1080.

2.2 Object Detection in Marine Field

Much of the work has proven to be effective in the field of marine object de-
tection. The YOLO-ship model[23] replaces the convolutional layer in YOLOv5
with MinxConv and inserts the CA attention module, which results in an mAP
up to 72.8%. On the other hand, Zhang Alun|20] also add the attention module
CA to YOLOVS5, and they choose BiFPN as the neck architecture, which raises
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the recognition rate by 3.3% to 99.1% compared with the original one. Zhao
Hangyue[22] base their YOLO-sea on YOLOv7, adding SimAM to the path, as
a result of an AP of 59% and an improvement of 7%. Tan Xiangyu|I3] revise the
Faster R-CNN by introducing soft NMS and Focal Loss, which can improve the
accuracy of inshore vessel recognition rate by 6% to 80.4% and mAP by 1.1%
to 84.5%.

2.3 Small Object Detection

The performance of small object detection is still limited because this task often
suffers from insufficient information and low resolution. The FPNJ7], which com-
bines high-level semantic and low-level spatial information to boost the features,
is a representation of feature pyramid-based techniques. By producing high-
resolution features or images, GAN-based techniques provide small objects with
additional features. Stitcher[2] addresses the issue at the data level. It applies
the ratio of small object loss to total loss as the feedback to decide whether to
combine four images in the next iteration, enhancing the detection performance
by increasing the number of small objects.

Small object detectors are now widely used in remote sensing and other fields.
Such as the novel detector mentioned in [I8], which can handle freely rotated
objects of arbitrary sizes in remote sense images through its method based on
CNN. Similarly, some researchers study the detection of small-scale ships. The
enhanced-YOLOvT[] is an effective small-ship detection algorithm because of
its unique feature extraction module and multi-branch residual structures.

2.4 Data Augmentation in Object Detection

Data augmentation techniques can extend the dataset, avoid the disparity in the
datasets, strengthen model robustness, and prevent overfitting. Object detection
has witnessed steady performance improvements from MixUp|[21], Mosaic[I], and
CutMix|[I7] in terms of both accuracy and robustness.

3 Dataset Details

The Seaships dataset is gathered onshore, containing six types of ship cate-
gories: ore carrier, bulk cargo carrier, container ship, general cargo ship, fishing
boat, and passenger ship. This classification method raises category overlap and
scarcity of certain common categories (such as passenger ship, sailboat). Col-
lecting on shore contributes to a lack of frontal features of the ship.

We re-label the Seaships by adding labels for small-scale ships and correcting
the wrong ones. Additionally, images of real ships captured ashore and on board
under different weather conditions and a wide range of perspectives on the sea
surface, are added to construct the iShip-1. iShip-1 has a total of 17,236 images
and corresponding annotations, the resolution of the images ranges from 800x600
to 6000x4000. We classify the instances into six categories: Bulk Carrier, Cargo
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Ship, Other Ship, Passenger Ship, Fishing Vessel, and Pleasure Craft, of which
Other Ship is for small-scale ships notably. The mean value of image sizes (width,
height) is (1969.60, 1211.65), and the standard deviation is (843.12, 615.68).

As for the definition of the small-scale ships, We usually use the object to
image area ratio to define the small object in the computer vision field. However,
small-scale ships usually refer to ships with weak radar characteristics, without
AITS, and at long distances in the maritime field. To unify the definitions in these
two domains, we take an object beyond the distance (400 m) as a small object
and calculate the threshold to be 0.39% for a 25m ship based on the camera’s
intrinsic parameters. The labeling of our collected images is completed based on
this threshold.
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Fig. 3: Category statistics for training set of Seaships and iShip-1.

Fig. [3] demonstrates the classification statistics of these two training sets
respectively, it can be found that the Seaships have fewer instances in general,
and its categories are not well distributed. Our iShip-1 contains more instances
like the number of objects under the category Bulk Carrier is more than 7,000;
it is more balanced, with the ratio of the smallest category to the largest being
no less than 1:3; and its classification method is more scientific, containing five
major categories of ships and small-scale ships that are common in reality.
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Fig. 4: The aspect ratio distributions of the annotation boxes for six categories
in both the Seaships and iShip-1.
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The annotation box aspect ratio distributions under each category for both
two datasets are shown in Fig. [l] In the Seaships dataset, the aspect ratio of
the ore carrier spans a wide range from 2:1 to 6:1, while the passenger ship
and fishing boat category concentrates on 1:2, and 1:2.5 for the container ship.
iShip-1 has a more abundant distribution of aspect ratios. The Passenger Ship
and Pleasure Craft have similar distributions, and both center on around 1:1.5;
The Bulk Carrier and Cargo Ship are also a pair of akin categories, spanning
a wide spectrum; Fishing Vessel peaks between 1:1.5 and 1:2; as for the small
object category Other Ship, it has a smaller aspect ratio compared with other
categories, the spike of it is even less than 1:1. Abundant and highly differentiated
aspect ratios can provide more training information while posing a challenge to
the detector. At the same time, the iShip-1’s rich aspect ratio is due to the fact
that it contains images taken offshore of the boat from more perspectives.
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Fig.5: Annotation boxes details for Seaships and iShip-1.

As it can also be noticed from their annotation box details in Fig. [ iShip-
1 provides a much wider variety of ships with more plentiful aspect ratios for
training than Seaships. The mean value of relative center positions (x, y) is (0.51,
0.49), and the standard deviation is (0.25,0.12). The mean value of relative sizes
(width, height) is (0.22, 0.11), and the standard deviation is (0.21, 0.11).

The relationships between the relative center positions (x, y) and relative
sizes (width, height) of the annotation boxes in the two datasets are illustrated
in Fig.[6] The annotation boxes of Seaships are centered on the central horizontal
line of the frame, while iShip-1’s annotation boxes are more widely distributed,
which is more in line with the situation in real-world navigation. The height
and width of the Seaships and iShip-1 are both clustered from 0 to 0.2, but
the iShip-1 has a more diffuse distribution of height and width than Seaships,
offering multi-scale data.
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(a) Seaships (b) iShip-1 (c) Seaships (d) iShip-1

Fig. 6: Relations between the annotation boxes’ (x, y), (width, height) for Sea-
ships and iShip-1.

4 Method

As Fig. [2|shows, S3Det is mainly refined based on YOLOVS, and its framework

C

onsists of 4 major parts: 1) the data augmentation module; 2) EfficientNetV2

as the backbone for extracting the features of the data; 3) the fusion of the four
feature maps through Gold-YOLO’s neck; 4) detect head which exports inference

T

esults and loss.

4.1 Data Augmentation: Feedback Small-Cut&Paste

Seaships and iShip-1 both comprise an imbalance of instance classes, which leads

t
S

o poor performance, especially for small objects. Feedback Small-Cut&Paste can
olve this problem well by automatically adjusting the number of small objects

for training. It can select small objects from the whole database and paste them
into the training image according to the feedback signal. In the meantime, the
feedback signal ensures the training speed at the later stage.

Algorithm 1 Feedback Small-Cut&Paste

1

1: ffza” threshold ¢ () dp = + = small threshold (Sthr)
2: while training do
: Lossay = S®Det (image, label) (Original Images)

Area
gt box
LOSSsma” = LOSSQL[[m < Sth?"]

in — Losssmanr
small ratio = =p7ema (Sr)

3

4

5

6: if random.uniform > Sr then

T Sthrx = 0.999

8 Area_qti;mm
9

0:

SmallCut& Paste(image, Objects|
end if
end while

< Sthr))

Aredimage

t

Fig.[fland pseudo-code[I]show the overall process of Feedback Small-Cut&Paste,
he feedback signal means the small ratio given in the figure. In the forward
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Fig. 7: The pipeline of Feedback Small-Cut&Paste.

process, the image is sent to S3Det to get the forecast results and the cor-
responding loss of each prediction. Then in the backward process, the small
threshold is calculated based on the distribution of the ground-truth boxes to
define small objects, further to get the loss of small objects. The calculated small
ratio is utilized as the feedback signal to manage whether or not to turn Feed-
back Small-Cut&Paste on. Eventually, the small objects are extracted from the
entire dataset based on the aforementioned small threshold and pasted into the
original image to generate the enhanced image, which is then sent for training.

Generally, it is directly considered objects satisfying the condition of p T —
0.5% are small objects. However, for different datasets, the difficulty of small ob-
ject detection varies, using a fixed threshold does not facilitate the network well.
Therefore, it is more reasonable to define the small threshold depending on the
distribution of the dataset. Fig. [§] presents the top three fitted distributions
based on the aspect ratios of the ground-truth boxes in i-Ship, it reveals that
the aspect ratios in the iShip-1 dataset are best represented by the lognormal

distribution log, X ~ N (,u, 02), with the following probability density function:

exp [—(1&;;—“)2] , © € (0,400)

/()= {1— ()

0,z € (—o0,0]

We expect small objects to account for 1/3 of the entire dataset, so solving
fjma” threshold f(x)de = % yields the small threshold.

o

Fig. [0 displays the augmentation results through Feedback Small-Cut&Paste.
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Fig.9: Augmentation results of Feedback Small-Cut&Paste with different hyper-
parameters: small threshold and upper limit of pasted instances.

4.2 Backbone: EfficientNetV2

As compared with the original YOLOv8’s backbone CSPDarkNet’s main com-
ponent module C2F, EfficientNetV2’s MBConv|[12] upscales the inputs by the
expansion ratio at the beginning, which enables the module to deliver much richer
features, leading to be more sensitive for the small object detection. Meanwhile,
as an evolution of EfficientNet, EfficientNetV2 changes the low-level layers from
MBConv to Fuse MBConv to improve inference speed and be more friendly with
the deployment on the real ship.

4.3 Neck: the neck structure from Gold-YOLO

It often encounters the case of detecting objects at multiple scales in the task
of object detection on the ocean surface. YOLOv8 adopts PAN to enhance the
expression of multi-scale features. However, we find that in the case of cross-scale
objects existing in the same image, this fusion-by-path method can not integrate
the cross-layer features directly. Therefore we utilize the neck structure from
Gold-YOLO[14], which can fuse non-adjacent feature maps, which is essential
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for the detection task at various scales. At the same time, it also introduces the
information of C2, which will offer richer semantic information for small objects.

4.4 Loss Function: NWD Loss

The sensitivity of the IoU for objects of differing scales varies greatly. In terms of
small objects, a small position deviation can significantly degrade the IoU, result-
ing in small objects that would be easily neglected. Hence we choose Normalized
Wasserstein Distance (NWD) instead of IoU to describe the distances between
the ground-truth boxes and the predicted boxes. The ground-truth boxes will
have background pixels on the border, while the objects are concentrated more
at the center[15], so 2D Gaussian distribution can model this kind of situation
quite well. The ground-truth boxes (¢z, ¢y, w,h) with center point x,y, width,
and height can be modeled into 2D Gaussian distribution N (i, X) with

=[] [ ] ®

Thus, for the target box Biarger = (ck, ¢!, w’, h') and the prediction box Bpreq =

T YY)

p o w’ AP
[vacy’ 2 2

(cg, b, wP, hP ) their second order Wasserstein distance is:
T 2
) [ct o wh hi]
) ) ) )
W2 (NtargetaNpred) = vz 2 (3>

]T 2

Normalization is applied to Wasserstein distance so that Normalized Wasserstein
Distance can be limited between 0 and 1, as a similarity metric to replace IoU:

(4)

W2 (N, N,
NWD (Ntargeta Npred) = exXp l_M] .

C

The NWD is designed as a part of the loss function for the box regression task,
box loss is calculated as follows:

Losspoy = (1 — 1) (1 — CIoU (Bt,By)) +r* (1 — NWD (N, N,)), (5)

where r ranging from 0 to 1, is the coefficient for balancing NWD and IoU. The
larger r is, the more suitable the loss function is for datasets with many small
objects.

5 Experiments

5.1 Performance Comparison

We test the network performance on the test sets of Seaships and iShip-1 re-
spectively, choosing YOLOvVS as the baseline, comparing the S Det proposed in
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Table 2: Performance comparison on Seaships.

Model Precision Rate|Recall Rate mAP50{mAP50:90
YOLOv5 96.8% 97.3% 98.6% |78.2%
YOLOx 78.9% 77.8% 93% 75.3%
YOLOv7 97% 98.2% 99.2% |80.8%
RT-DETR 95% 96.6% 98.1% (79.4%
YOLOv8(baseline)|97.6% 97.1% 98.7% |84%

S? Det(ours) 97.9% 97.3% 9%  |84%

Table 3: Ablation Study on Seaships.

Model Precision Rate|Recall RatemAP50 mAP50:90
baseline 97.6% 97.1% 98.7% |84%
+NWD Loss 97.7% 96.9% 98.9% (84.1%
+EfficientNetV2 97.6% 97.4% 99% |84.2%
+Gold-YOLO’s neck|96.8% 97.7% 98.7% |84.1%
+Small-Cut&Paste |97.8% 96.8% 98.9% |84.2%

S Det(ours) 97.9% 97.3% 99% [84%

this article with the results of the baseline and other models. Table [2| exhibits
the experiment results on Seaships of various methods.

Based on the evaluation results, we can observe that the S3Det outperforms
the other mentioned models in terms of precision rate, recall rate, mAP50, and
mAP50:90. Specifically, it achieves first place in precision rate and mAP50:90,
and second place in recall rate and mAP50. Notably, compared to both YOLOv7
and the baseline model, the S3Det exhibits a remarkable improvement of 3.2%
in mAP50:90 and a 0.3% enhancement in precision rate.

To examine the contribution of each component towards the whole network,
we conduct an ablation experiment on Seaships to analyze the Feedback Small-
Cuté&Paste, EfficientNet V2, Gold-YOLO’s neck, and NWD Loss these four com-
ponents’ effects separately. Notably, S3Det includes all four components. As
shown in Table [3] NWD Loss and Feedback Small-Cut&Paste improve the net-
work by 0.1%-0.2% with almost no consumption of inference resources; Efficient-
NetV2 contributes to improving the mAP50 by about 0.3% and the mAP50:90
by about 0.2%; the neck structure from Gold-YOLO increases the mAP50:90 by
about 0.3%.

Table [] exhibits the experiment findings of different methods on iShip-1. It
can be observed that S3Det has a larger improvement compared to other mod-
els, gaining improvements of 0.4%, 1.6%, 2.2%, 0.5%, 1.1% in precision rate,
recall rate, mAP50, and mAP50:90 respectively over baseline in all categories.
53 Det has the highest recall rate and mAP50:90 at 89.6% and 65.8% respectively,
and the second highest precision rate and mAP50. For small object detection,
S3 Det shows superior performance with a 5.9% improvement in recall rate ver-
sus baseline, while mAP50 and mAP50:90 are even improved by 2% and 1.2%
respectively.
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Table 4: Performance comparison on iShip-1.

Method ALL Other Ship
P R mAP50mAP50:90|P R mAP50mAP50:90
YOLOv5 90.5% (86% 90% 58.8% 78.3%161.3% |67% 33.1%
YOLOx 82.8% (69.4% (86.1% [61.3% |/ |/ 69.8% |/
YOLOv7 91.9%89.2% (92.4% (63.6% 83% (64.8% |72.7% |36.3%
RT-DETR 85.7% (83.2% (86.4% [58.5% 72.8%(45.8% |56.7% |29.4%
YOLOv8(baseline)[90.6% |88% [91.8% [64.7% 80.5%(63% |71.9% |38.2%
S®Det(ours) 91% |89.6%|92.3% |65.8%  |79.2%|68.9%]|73.9% |39.4%
Table 5: Ablation Study on iShip-1.

ALL Other Ship
Method P R |mAPS0[mAP50:00[P R |mAP50[mAP50:90
baseline 90.6% (|88% [91.8% [64.7% 80.5% 163% [71.9% [38.2%
+NWD Loss 90.9% [89.4% (92.83% [65.3% 78.7% 167.8% |73% 38.3%

+EfficientNetV2 91.6%|89.8%(92.3% (65.9% 81% [68.1% |72.9% |38.6%
+Gold-YOLO'’s neck|90.9% (89.1% [92%  [65.6% 80.5% [67.3% |72.2% |38.3%
+Small-Cut&Paste [91.6%|88.8% (92.1% [65.3% 83.5%(656% (73.2% (38.7%

S?Det(ours) 91% [89.6% |92.3% [65.8%  |79.-2% |68.9%)|73.9% (39.4%

The result of ablation experiment on iShip-1 is displayed in Table [5] and it
can be seen that for all categories, EfficientNetV2 contributes the most, with
1.6%, 1.8%, 0.5%, and 1.2% enhancements to baseline in precision rate, recall
rate, mAP50, and mAP50:90 respectively; NWD Loss has achieved an increase
of 0.5% on mAP50, besides Feedback Small-Cut&Paste have 1% improvement
on precision rate over baseline. As far as small objects are concerned, all four
components have significant improvements against the baseline. S3 Det possesses
the highest recall rate, mAP50 and mAP50:90 for small object detection at
68.9%, 73.9%, 39.4% in Other Ship, and 91%, 89.6%, 92.3%, 65.8%. which are
the first or second highest of all models.

5.2 Real Ship Deployment

53 Det is deployed on the "Haitun-1" scientific research experimental ship under
TensorRT8.6.1.6, CUDA11.8, and Pytorch2.1, using an Nvidia RTX3050 (8G)
GPU, maintaining a stable inference speed of around 30fps, achieving real-time
standards for operation.

We further evaluate the performance of the S3Det in detecting ships under
four extreme weather conditions: dusk, rainy, foggy, and cloudy, both in the
harbor and the open sea. The details are shown in Table [6] below.
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Table 6: Detect metrics under four extreme weather.
Weather |Precision|Recall mAP50|mAP50:90
rainy  [55% 57% |57.5% [40.6%
fogey [59.9%  [59.9%|60.9% |46.3%
cloudy |55% 56% |56.7% |41.2%
dusk 58% 57.1%158.2% (42.6%

6 Conclusion

In practical object detection on the sea surface, we usually have to consider
the detection of small-scale ships to guarantee safety for navigation. In this
paper, we build our own multi-scale and multi-perspective iShip-1 with small
object category, train the S3Det which is optimized by EfficientNetV2, Gold-
YOLO'’s neck, NWD Loss, and Feedback Cut&Paste for detecting small objects
in Seaships and iShip-1. Significantly, S3Det boosts the performance of small-
ship detection. Meanwhile, we also deploy the S®Det on the "Haitun-1" scientific
research experimental ship to prove its practicality.
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