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Abstract. Photo-to-animation translation presents a practical and cap-
tivating task within image style transfer. However, existing methods of-
ten fall short of achieving satisfactory results in cartoonization. This in-
adequacy primarily stems from two key factors: the absence of dedicated
network architectures tailored for anime-style transfer and the inade-
quate incorporation of pertinent prior knowledge specific to cartoons. In
response to these limitations, this paper introduces a novel deep neural
network architecture designed to optimize photo-to-animation transla-
tion. Specifically, the proposed framework consists of two pivotal mod-
ules: the SCAN module and the Ada-CTSS module, operating at the fea-
ture and image levels, respectively, to enhance the desired anime-style ef-
fects. We also leverage prior knowledge, encompassing color, texture, and
surface aspects, by integrating refined color preservation loss, grayscale
style loss, and region smoothness loss. Moreover, to assess the efficacy
of our approach, we devise a specialized style evaluation network, cir-
cumventing the reliance on conventional evaluation metrics. Through an
extensive array of experiments, we demonstrate the superior capabilities
of our method in generating high-quality cartoonized images, surpassing
the performance of state-of-the-art methods.

Keywords: Generative Adversarial Networks · Photo Cartoonization ·
Image Translation

1 Introduction

Animation is a significant and culturally important art form used in advertis-
ing, education, and entertainment[35]. Creating anime is time-consuming and
requires specialized expertise. Photo cartoonization aims to automate the con-
version of natural scenes into anime style, reducing the technical threshold for
artistic creation and providing digital artists with more expressive freedom.

Anime exhibits unique traits, such as clear edges, smooth colors, and rec-
ognizable content. Traditional texture transfer methods are unsuitable, while
neural style transfer (NST)[10] aligns input photos with reference artworks but
diverges from the animation style[16]. Applying generative adversarial networks
(GANs)[11] to photo cartoonization is challenging due to the need for large
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paired datasets[15]. While CycleGAN[36] overcomes this limitation, it compro-
mises content preservation and adds optimization complexity. CartoonGAN[6]
specifically targets photo-to-animation translation, incorporating perceptual loss[17]
and edge preservation, but accurately capturing animation characteristics re-
mains difficult. AnimeGAN[5] improves on this approach, whereas challenges
persist. White-Box[33] dissects anime style; however, it lacks expressive color
and texture. CTSS[9] guides the generator using salient texture patches but
produces messy textures.

The inadequacy of previous methods lies in their network structures and
integration of anime-style prior knowledge. By drawing inspiration from artistic
style transfer theory [16], we interpret the significance of normalization layers
in photo cartoonization and introduce the SCAN (style correlation adaptive
normalization) module to enhance anime stylization at the feature level. To
improve the CTSS approach, the Ada-CTSS (adaptive cartoon texture saliency
sampler) module is proposed, utilizing spatial attention [34] to focus on salient
texture regions. Furthermore, animation characteristics are incorporated into the
loss functions, encompassing region smoothness, grayscale style, and refined color
preservation loss. To evaluate anime stylization, we have developed a customized
feature fusion evaluation network, which serves as an alternative solution to
FID[12] and alleviate the negative impact of the ImageNet-trained InceptionV3
model[29,7].

In summary, our contributions include 1) a novel network architecture for
photo-to-animation translation, enhanced by the SCAN module for anime styl-
ization and Ada-CTSS module for localized focus; 2) integration of anime knowl-
edge, stylizing images with region smoothness, grayscale style, and refined color
preservation loss; 3) a style evaluation network that learns anime-specific fea-
tures, providing reliable and straightforward quantification of anime stylization.
Experimental results confirm our method’s generation of high-quality anime-
style images, surpassing previous state-of-the-art approaches.

2 Related Work

2.1 Neural Style Transfer

Style transfer renders images in different artistic styles while preserving origi-
nal content. Traditional image-processing-based methods often struggle to learn
effective style and content features, limiting their stylization effects[16]. Gatys
et al.[10] first introduced deep learning to style transfer, minimizing Gram loss
between generated and reference VGG features[28] to imbue images with artistic
style. Johnson et al.[17] and Ulyanov et al.[32] accelerated stylization using feed-
forward convolutional networks, enabling real-time stylization. Researchers ex-
tended style transfer to multi-style[8,22] and arbitrary-style transfer[14] through
normalization layer improvements and explored alternative loss functions[16,20,24,19].
Li et al. [21] summarized artistic stylization as a domain adaptation problem,
aligning feature distributions between generated and reference images with dif-
ferent methods, resulting in diverse "brushstroke" styles.
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However, feature alignment generates variable brushstroke patterns unsuit-
able for the characteristics of animation. Moreover, these methods typically learn
style from a single artistic image, making it challenging to separate style from
content within a single sample. Therefore, the effectiveness of style transfer heav-
ily relies on the reference artistic image samples.

2.2 Image to Image Translation with GANs

GANs[11,25] have made impressive strides in image translation, excelling in tasks
like restoration, super-resolution, and style transfer. Pix2Pix[15] achieves reliable
results but requires paired data, limiting its practicality due to extensive data
requirements. Addressing this issue, CycleGAN[36] introduces cycle-consistency
loss, accomplished through concurrent training of two sets of generators and
discriminators. Nonetheless, this dual optimization imposes heightened train-
ing complexities, and CycleGAN’s deficiency in semantic preservation restricts
its applicability to distinct anime styles. Conversely, CartoonGAN[6] replaces
cycle-consistency loss with perceptual loss, eliminating the necessity for con-
current GAN training, and incorporates an edge adversarial term to produce
well-defined edges. AnimeGAN[5] further refines this approach by lightweight-
ing network architecture and introducing style loss functions. However, despite
these advancements, their outcomes still inadequately capture anime characteris-
tics. White-Box[33] analyzes anime image characteristics, segregating them into
interpretable structural, textural, and surface features. Nevertheless, lacking an
efficient network structure, White-Box[33] fails to represent anime style in color
and texture faithfully. Meanwhile, CTSS [9] designs a sampler module to extract
salient texture regions and enhance stylization effects. However, its methodology
of selecting significant regions based on edge pixel counts results in cluttered and
disorganized textures.

To overcome these limitations, we introduce the SCAN module and Ada-
CTSS module, which enhance network stylization capabilities. Furthermore, we
design specialized loss functions that take into account anime characteristics,
aiming to improve anime style transfer.

3 Method

3.1 Network Structure

Our GAN-based style transfer framework, illustrated in Figure 1, employs a gen-
erator G tailored for photo cartoonization. G adopts a U-Net-like architecture[26],
consisting of three main components: an encoder, inverted residual blocks (IRB)[27],
and a decoder. Notably, the SCAN module is incorporated within the IRB. The
discriminator comprises both a global discriminator Dimg and a local discrimina-
tor Dpatch, with the latter utilizing patches extracted by the learnable Ada-CTSS
module.

We commence by discussing the significance of normalization layers in style
transfer tasks, followed by an elucidation of the design principles and methodolo-
gies underlying the SCAN module. Lastly, we introduce the Ada-CTSS module.
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Fig. 1. Structure of the proposed method. The dashed connecting lines in different
colors represent the three critical components of the loss function.

Style Correlation Adaptive Normalization Normalization expedites net-
work training and augments generalization by standardizing input to a Gaussian
distribution, thereby adjusting feature distribution via learnable parameters to
counteract normalization-induced information loss[13]. However, we propose an
alternative perspective on normalization layers: The Influence of Parameters on
Feature Maps, which modify the distribution of features across entire regions of
a single channel. Considering the conclusion drawn from style transfer tasks that
the statistical properties of feature maps represent a style [16], it follows that
the parameters of normalization layers wield significant influence on image style
compared to other learnable structures in the network.

In style transfer tasks, where the primary focus lies on individual image
quality, Instance Normalization (IN) [31] is frequently utilized. AnimeGAN later
replaced IN with Layer Normalization (LN) [3] for more stable stylization ef-
fects without providing a clear explanation. We delve into this phenomenon and
propose a superior normalization method—style correlation adaptive normaliza-
tion(SCAN).

Assuming the feature maps of a certain network layer X ∈ RH×W×C , where
Xi ∈ RH×W denotes the feature map of the ith channel, its output after IN and
LN can be respectively represented as:

X̃i−IN = γ

(
Xi − µi√
σ2
i + ε

)
+ β X̃i−LN = γ

(
Xi − µc√
σ2
c + ε

)
+ β, (1)

where µi and σi represent the mean and standard deviation of the ith channel,
while µc and σc denote the mean and standard deviation across all channels. γ
and β ∈ R are learnable parameters.

The difference between IN and LN lies in the calculation scope of the mean
and standard deviation used during normalization. In IN, the learnable parame-
ters normalize the features of the ith channel solely using the mean and standard
deviation computed within that channel. However, in LN, the statistics used for
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normalization are calculated from features across all channels. Specifically,

X̃i−LN = γ

(
Xi − µc√
σ2
c + ε

)
+ β = γ

 Xi − µ
(
Xi,Xi:c

)√
σ (Xi,Xi:c)

2
+ ε

+ β

= γ · f (Xi,X) + β.

(2)
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Fig. 2. SCAN Module. Σ(X) and M(X) are the channel-wise standard deviation and
mean of X. K, S, and N represent the kernel size, stride, and kernel count, respectively.

In Equation 2, Xi:c represents all channel features except Xi. As mentioned
earlier, the statistical properties of feature maps represent a style. When adjust-
ing the feature distribution of the ith layer(i.e., changing the style of the ith
channel), γ and β consider the information of both the ith layer features Xi and
all other layer features Xi:c. The inter-feature correlations are expressed through
a function f , leading to more stable results. However, this correlation is based on
a fixed function, limiting the expression of feature correlations. In cases where
inappropriate correlations occur during the adjustment of feature distribution
by learnable parameters, erroneous texture patterns may arise in the images.
Therefore, we propose SCAN, expressed as:

X̃i−SCAN = γ(X)

(
Xi − µi√
σ2
i + ε

)
+ β(X). (3)

Here, γ() and β() are learnable network structures, which enable the network
to adaptively generate control parameters γ and β based on information from
all channels, allowing the normalization layer to correlate feature information
across layers, to enhance stylization effects at the feature level. SCAN module is
illustrated in Figure 2. Please note the correspondence: e.g. γ(X) = Γ(X)i ∈ R,
β(X) = B(X)i ∈ R.

Since the statistics of features represent a particular style, instead of directly
learning a complex mapping from input X, we use channel-wise standard de-
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viations Σ(X) and means M(X) as inputs to the learnable structures, thereby
achieving style correlation adaptive normalization.

Adaptive Cartoon Texture Saliency Sampler CTSS utilizes an enhanced
Sobel operator to extract edge maps from images and partition them into patches.
Based on sorting edge pixel counts corresponding to patches, regions of signif-
icant texture are determined, and a local discriminator is trained to focus the
generator on these regions. However, the model faces two issues. Firstly, CTSS’s
samples are based on batch rather than image, resulting in a biased sampling to-
wards images with more edges in a batch. Secondly, counting the number of edge
pixels may not be the optimal way to select texture salient regions, potentially
leading to an increase in the number of edge textures in generated images. To
address these issues, we propose a concise, learnable Ada-CTSS module based
on spatial attention[34], as depicted in Figure 3.

Conv Max Pooling

Avg Pooling

Top-KConv

EM

Input Cartoon Attention Map Selected Patches

Fig. 3. Ada-CTSS Module

Attention maps are obtained by employing spatial attention at the image
level. The most salient k regions in the attention maps are identified to generate
a mask, which is then utilized to extract patches. These patches are fed into a
local discriminator to enhance stylization effects. The advantage of this structure
lies in the use of a learnable attention module, which enables the network to
adaptively learn the optimal sampling method for the most significant regions
and ensures that each image contributes information.

3.2 Loss Function

As illustrated in Figure 1, the loss function primarily comprises three compo-
nents: adversarial loss, content loss, and anime style prior loss.

Adversarial Loss The adversarial loss is subdivided into global adversarial
loss Ladv_global and local adversarial loss Ladv_local, calculated by global and
local discriminator, respectively. LSGAN[23] is employed to ensure the stability
of network training. For Ladv_global, The formula is as follows:

Ladv_global = LD
adv_global + LG

adv_global

LD
adv_global = Eci∼C [(Dimg(ci)− 1)2] + Epi∼P [(Dimg(G(pi)))

2]

LG
adv_global = Epi∼P [(Dimg(G(pi))− 1)].

(4)
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For Ladv_local, The formula is as follows:

Ladv_local = LD
adv_local + LG

adv_local

LD
adv_local = Ecp∼Cpatch

[
1

K

K∑
i=1

(Dpatch(c
i
p)− 1)2

]
+ Esp∼Spatch

[
1

K

K∑
i=1

(Dpatch(s
i
p))

2

]

LG
adv_local = Esp∼Spatch

[
1

K

K∑
i=1

(Dpatch(s
i
p)− 1)2

]
.

(5)
Where C and P represent the anime and the photo dataset, respectively,

and Spatch represents the sampling set of generated images from the Ada-CTSS
module, denoted as Spatch =

{
si
}

=
{
Ada-CTSS

(
G(pi)

)}
. K represents the

number of patches sampled from the Ada-CTSS module.
The total adversarial loss is:

Ladv = ωglobalLadv_global + ωlocalLadv_local. (6)

Content Loss Content loss ensures consistency in content between generated
and input images by extracting high-level features through a pre-trained VGG
model. The sparse constraint of the L1 norm is applied to local features, facili-
tating the presentation of a cartoon style[6]:

Lcon = Epi∼P [∥V GGl(pi)− V GGl(G(pi))∥1]. (7)

Anime Style Prior Loss Vivid colors, simplified textures, and smoothed re-
gions characterize anime images. We incorporate this prior knowledge into the
description of the generator’s loss function, forming the anime prior loss.

Refined Color Preservation Loss. Color preservation loss reflects the char-
acteristics of anime in terms of color. Traditional color preservation loss[5] is
computed between the input and generated images in the YUV color space.
However, this method tends to make the generated images closer to the original
images, reducing the stylization effect. We propose that color preservation be
explicitly applied to anime images and computed between anime images and
those generated from anime images as in Figure 1. This approach ensures that
the output images maintain stable anime color characteristics without compro-
mising stylization effects. We also replace the YUV color space with the Lab
color space, which offers a more precise range of color expression.

Lcolor = Eci∼C ∥L (G (ci))− L (ci)∥1+∥a (G (ci))− a (ci)∥H+∥b (G(ci))− b(ci)∥H
(8)

Grayscale Style Loss. The grayscale style loss is employed to capture the
texture characteristics of anime. We convert the output and the anime image
to grayscale before computing the style perceptual loss[17]. This approach aims
to mitigate the negative impact of vibrant color "brushstroke" effects in artistic
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styles on the anime style.

Lgray = Epi∼P,ci∼C ∥Gram (V GGl (fgray (G(pi)))) −Gram (V GGl (fgray (ci)))∥1 ,
(9)

where fgray represents converting a color image to grayscale.
Region Smoothness Loss. The region smoothness loss is employed to capture

the surface characteristics of anime. The output image is initially processed us-
ing selective research algorithm fst[30] to obtain region structures. Subsequently,
the distance between the structure and the output image is minimized using con-
tent perceptual loss[17], ensuring that the generated image exhibits the smooth
surface characteristics of anime.

Lregion = ∥V GGl(G(pi))− V GGl(fst(G(pi)))∥1 (10)

The expression for the anime style prior knowledge to loss is as follows:

Lanime_prior = ωgrayLgray + ωcolorLcolor + ωregionLregion. (11)

The total loss of the network is defined as the weighted sum of all individual
losses used in the training process:

Ltotal = Lanime_prior + Ladv_total + ωconLcontent + ωtvLtv. (12)

The variable Ltv represents TV regularization[2], employed to suppress noise
in generated images.

3.3 Style Evaluation Network

Previous methods have relied on the Fréchet Inception Distance (FID) to eval-
uate anime style transfer quantitatively. This method uses a pre-trained Incep-
tionV3 model to extract features and measure the distance between the dis-
tributions of generated and anime images. However, FID has limitations when
evaluating anime styles. Firstly, the Inception model is trained on ImageNet and
lacks expressiveness for anime-specific features. Secondly, FID evaluates image
sets and cannot assess individual images directly. Additionally, computing FID
with InceptionV3 is time-consuming due to the large number of images involved
and the complex network architecture.

To investigate the expressive capability of FID, we collected a dataset of
photos and anime scenes with similar content and computed the cosine distances
using Inceptionv3. The results, shown on the left side of Figure 4, indicate that
the features utilized by FID strongly correlate with the content of images and do
not effectively differentiate between the natural and anime styles. Specifically,
we observed that D3 > D2 > D1, contrary to the expected pattern where
ideal features should have small intra-class differences (D3) and large inter-class
differences (D1 and D2), with D1 ≈ D2 > D3.

To address the issues above, a compact and efficient style evaluation network
has been devised to evaluate the extent of anime style in images. As shown in
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D3 = 0.0183

InceptionV3-ImageNet Style Evaluation Net

Fig. 4. Feature distances between photos and anime scenes. Left: FID. Right: Style
evaluation network.

Style Evaluation Net

Hayao Style: 99.8%
Shinkai Style: 0.01%

Paprika Style: 0.003%
Photo: 0.007%

Edge Representation Surface Representation

Texture Representation Structure Representation

Generated Image

Fig. 5. The evaluation framework. Visualization representations correlated with anime
style are concatenated with images as input.

Figure 5, the network is a shallow CNN that integrates representations related
to anime styles, such as edges[4], textures, surfaces, and structures[33]. By con-
catenating these representations as inputs, the network autonomously assesses
their correlation, improving the accuracy of style evaluation. When evaluating
a generated image, the network assesses its accuracy across various styles, indi-
cating a close resemblance to the corresponding anime style if the tested image
is correctly classified with high confidence.

The network’s performance in evaluating images is visualized in Figure 6.
The network exhibits a high confidence level in classifying photos with minor
color alterations but shows low confidence when more changes in color and tex-
ture occur. As alterations become more pronounced, the network exhibits low
confidence in classifying images as anime. High confidence in anime discrimina-
tion is achieved when surface attributes, colors, and textures align with anime
characteristics.

Our approach improves reliability compared to FID by directly learning dis-
criminative features from anime and photo images, as in Figure 4. It also allows
for direct assessment of individual images and offers a faster evaluation with a
more straightforward structure than InceptionV3. The supplementary material
further validates the style evaluation network’s superiority over FID by con-
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Anime: High ConfidenceAnime: Low ConfidencePhoto: High Confidence Photo: Low ConfidenceOriginal Image

Fig. 6. The results of the evaluation network.

ducting photo-anime discrimination experiments. It also examines the impact of
feature fusion on the evaluation network’s performance.

4 Experiment

4.1 Experimental Setup

Implementation Our method utilizes TensorFlow[1] and trains the network
with the Adam algorithm[18]. For photo cartoonization, the generator has a
learning rate of 0.0001, the discriminator has a learning rate of 0.00005, and the
batch size is 16. Pre-training involves 10 epochs with only content loss, followed
by 90 epochs of formal training. The model is trained on one NVIDIA Tesla
A100 GPU.

Hyper-parameters In the adversarial loss, ωadv_global and ωadv_local are both
set to 300. Within the Ada-CTSS module, we extract K = 4 patches per image,
each with a 64× 64 pixels resolution. Regarding the anime prior loss, we assign
weights ωgray = 2.5, ωcol = 100, and ωregion = 1.2. For content loss, ωcon is 1.5,
and for TV regularization, ωtv is 1.0.

Dataset The photo cartoonization model is trained on unpaired datasets. The
real-world photo dataset[36] consists of 6656 training and 750 testing images. The
animation images dataset consists of around 1700 images per anime, randomly
cropped from "The Wind Rises" by Makoto Shinkai and "Your Name" by Hayao
Miyazaki. Images from [5] are used for qualitative experiments. All images are
resized to 256×256 pixels during training, with no resolution constraints during
testing.

Compared Methods The proposed model will be compared to existing ap-
proaches: Neural Style Transfer (NST), image-to-image translation methods Cy-
cleGAN, and various photo cartoonization methods, including CartoonGAN,
AnimeGAN, White Box, and CTSS.
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Evaluation Metrics The effectiveness of style transfer will be quantitatively
assessed using both Fréchet Inception Distance (FID) and our style evaluation
network. The stylization effect will be evaluated by assessing the accuracy of the
test set using our evaluation network.

4.2 Comparative Experiments

CycleGANNSTImage Ours

Fig. 7. Comparison with image translation methods, with red boxes indicating content
mismatches.

Image CartoonGAN AnimeGAN White Box CTSS Ours

Fig. 8. Comparison with photo cartoonization methods: red indicates texture errors,
orange denotes color deviations, and blue represents weak stylization. Please zoom in
for details.

Figure 7 shows a comparison with image translation methods. NST’s image
stylization is limited by the reference image, leading to blurred textures and
content. CycleGAN lacks semantic preservation, introducing new content that is
not present in the original image. Our approach, however, maintains the original
content while incorporating anime-like color and texture.

Figure 8 compares our method with photo cartoonization methods. Cartoon-
GAN shows disorganized color and texture, while AnimeGAN exhibits weak styl-
ization with local color deviations due to limited integration of anime-specific
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prior knowledge. White-box excels in surface smoothing but resembles real im-
ages with occasional flickering spots because of the lack of an effective structure
to control the anime style. CTSS generates cluttered textures by focusing ex-
cessively on edge-rich regions. In contrast, our method combines SCAN and
Ada-CTSS modules, leveraging anime-related prior knowledge to produce vivid
colors, smoother regions, and clearer edges, thereby enhancing anime-style char-
acteristics.

Table 1 shows the experimental results of our method on Hayao and Shinkai
styles. Our approach outperforms previous photo stylization methods regarding
FID and evaluation network metrics, indicating its ability to generate images
closer to the anime style.

FID to Cartoon Images↓ Evaluation Confidence↑
Hayao Shinkai Hayao Shinkai

Photo Image 200.42 183.29 0.53 0.79
CycleGAN 141.47 139.45 84.32 71.90

CartoonGAN 167.88 157.49 86.28 78.70
AnimeGAN 165.13 146.77 88.15 76.70
White-Box 168.07 168.05 78.16 53.00

CTSS 154.99 158.66 90.01 86.02
Ours 126.64 124.02 94.27 92.14

Table 1. Quantitative results of the comparative experiment.

4.3 Ablation Study

Image Without Normalization With IN With LN With SCAN

Fig. 9. Ablation experiment of normalization methods: The red box denotes texture
errors, and the blue represents weak stylization.

The results of the ablation experiments are depicted in Figures 9, 10, and 11.
Figure 9 illustrates the influence of normalization layers. Removing the normal-
ization layers will reduce the stylization effect, leading to a decrease in styliza-
tion or the generation of local texture errors. Instance Normalization (IN), due
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Image Without CTSS With CTSS With Ada-CTSS

Fig. 10. Ablation experiment of salient region extraction module.

W/O color reservation lossW/O region smooth lossW/O gray style loss OursImage

Fig. 11. Ablation experiment of loss functions. The red box represents texture errors,
orange denotes color deviations, and blue indicates weak stylization.

to its lack of consideration for feature correlations, tends to produce dark im-
ages and unnatural colors. Layer Normalization (LN) fixedly associates features,
which also decreases overall stylization or generates incorrect texture patterns,
thereby making the effect of stylization unstable. In contrast, our approach can
adaptively consider feature correlations, resulting in enhanced and stable anime
stylization effects in texture and color.

Figure 10 illustrates the results of the improved Ada-CTSS module. The
original CTSS module determines salient regions based on the statistical count of
edge pixels, which tends to introduce disorganized textures into the images. Our
approach, employing spatial attention, adaptively selects regions favorable for
anime style transfer, yielding smoother surfaces that align with the distinctive
style of anime. Figure 11 demonstrates the influence of the anime prior loss
functions. Without the grayscale style loss, the generated images exhibit anime
characteristics, albeit weakly. Omission of the region smoothness loss leads to the
emergence of unnatural cluttered textures, and neglecting the color preservation
loss results in erroneous coloration. By incorporating these three anime-related
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losses, our method achieves results closer to the anime style. The supplementary
material provides further qualitative research on the weights of the global-local
discriminator and the refined color preservation loss.

Table 2 presents the quantitative results of the ablation experiments. Re-
placing the SCAN module with IN/LN or replacing Ada-CTSS with CTSS both
decrease style evaluation metrics, indicating that our structural improvements
effectively enhance the anime stylization effect. Similarly, removing the three loss
functions results in varying degrees of metric decline, demonstrating our success
in incorporating anime prior knowledge in terms of color, texture, and surface,
thus achieving better stylization effects in transforming photos into anime style.

FID to Cartoon Images↓ Evaluation CNN↑
Hayao Shinkai Hayao Shinkai

W/O SCAN
(With IN) 138.96 139.68 86.15 86.55

W/O SCAN
(With LN) 144.14 139.14 87.22 83.49

W/O Ada-CTSS
(With CTSS) 136.64 136.62 90.41 88.55

W/O Lcolor 132.95 134.59 93.74 89.34
W/O Lgray 139.15 135.64 89.34 85.08

W/O Lregion 140.34 139.45 90.95 91.47
Ours 126.64 124.02 94.27 92.14

Table 2. Quantitative experimental results of the ablation study.

5 Conclusion

In this paper, we devised a deep neural network architecture tailored for photo
cartoonization tasks and incorporated prior knowledge of anime style into loss
functions. Our proposed SCAN module enhances inter-feature correlations to
strengthen anime style effects at the feature level, while the Ada-CTSS module
focuses on local image regions to enhance anime style effects at the image level.
By integrating anime characteristics, we introduced loss functions in three as-
pects: color, texture, and surface, thereby reinforcing the anime effects in these
aspects individually. Additionally, we designed a style evaluation network specif-
ically for evaluating anime style, which is more reliable than generic metrics. Our
network architecture outperforms existing photo cartoonization methods across
these metrics, achieving superior anime style effects.
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