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Abstract. Developing effective scene text detection and recognition mod-
els hinges on extensive training data, which can be both laborious and
costly to obtain, especially for low-resourced languages. Conventional
methods tailored for Latin characters often falter with non-Latin scripts
due to challenges like character stacking, diacritics, and variable charac-
ter widths without clear word boundaries. In this paper, we introduce
the first Khmer scene-text dataset, featuring 1,544 expert-annotated im-
ages, including 997 indoor and 547 outdoor scenes. This diverse dataset
includes flat text, raised text, poorly illuminated text, distant and par-
tially obscured text. Annotations provide line-level text and polygonal
bounding box coordinates for each scene. The benchmark includes base-
line models for scene-text detection and recognition tasks, providing a ro-
bust starting point for future research endeavors. The KhmerST dataset
is publicly accessible1.

Keywords: Khmer script · KhmerST dataset · Scene-Text Detection
and Recognition

1 Introduction

Automatic scene-text detection and recognition (STDR) in natural scenes are
critical tasks in computer vision, with applications ranging from word spot-
ting [5], text-line detection [28], character-level and/or word-level recognition [1,
28]. This problem has been extensively studied and is divided into two sce-
narios of varying difficulties: text detection and recognition in natural scenes,
which presents significant challenges. In natural scene images, characters can
vary greatly in appearance due to differences in style, font, resolution, and illu-
mination. Additionally, text may be partially obscured, distorted, or set against
complex backgrounds, complicating detection and recognition. The situation is
further complicated by high intra-class variability (i.e. differences within the
same character) and low inter-class variability (i.e. differences between different

1 https://gitlab.com/vannkinhnom123/khmerst
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2 Nom et al.

(a) The Unicode point representation of the entire Khmer alphabet, including consonants, vowels,
diacritics, and punctuation. Adapted from [1].

(b) The Unicode point representation of word forms using "coeng (U17D2)". For the first two words,
they use the subscript DA; for the last two words, they use the subscript TA, but both appear the
same, while the Unicode points are different.

Fig. 1: Illustration of the complexity in how Unicode points encode the Khmer alphabet
and words.

characters). Existing STDR methods, often designed for Latin scripts, struggle
with non-Latin scripts like Khmer, which feature complex characteristics such as
character stacking, diacritics, ligatures, non-uniform character widths, and the
absence of explicit word boundaries. These complexities, combined with the low-
resource nature of many non-Latin languages, necessitate advanced solutions.

In regard of non-Latin scripts like Khmer, the current state-of-the-art ap-
proaches in STDR struggle to fully address the aforementioned challenges. One
of the main reasons is the complexity of Khmer characters, which consist of
33 consonants, 16 dependent vowels, and 14 independent vowels and 13 dia-
critics [7]. Khmer symbols are encoded using Unicode (U1780-U17FF), but the
order of codes does not always follow the left-to-right writing direction. The
relationship between symbols and codes is complex, with some symbols repre-
sented by multiple codes and some codes representing combinations of symbols.
Since the subscripts don’t have their own code, Khmer words are formed using
a sequence of two codes: the "coeng (U17D2)" code, which is combined with
the main consonant. Distinct from other languages, recognizing a Khmer word
requires considering the entire word’s writing, emphasizing on the importance of
spatial information for accurate recognition. As specified by the Guinness World
Records, Khmer script has the longest alphabet, consisting of 74 distinct charac-
ters [23]. Fig. 1 shows about the complexity of how Unicode point representation
of Khmer alphabets and words. Depending on the fonts used, certain pairs of
characters can be highly ambiguous, differing only by a single stroke. In extreme
cases, some subscript forms are almost indistinguishable. Additionally, while
some characters are formed as a single continuous glyph, others comprise mul-
tiple disconnected glyphs, each representing a distinct character. Furthermore,
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(a) Different characters having similar appearances

(b) Same characters having different appearances

Fig. 2: The characters in (a) and (b) show the low inter-class variance versus high
intra-class, which highlights the difficulty in Khmer writing. Group (a) demonstrates
different characters appearing in similar shapes, while group (b) shows characters that
appear in different shapes, although having the same characteristics.

Fig. 3: Examples of multiple consonant clusters in Khmer, showing the different shapes
of the consonants when they function as main or sub-consonants. Some consonants have
only one sub-consonant, while others have more to form a word.

certain groups of characters appear similar in shape but are distinct, while others
appear different due to the writing style and the different font types, as demon-
strated in Fig. 2. Unlike Latin scripts, Khmer forms words differently. On the
one hand, Khmer script has a distinctive feature: consonants can have different
shapes based on their spatial position related to the word, including main and
sub-consonants, can feature the merging of two or more consonants into different
shapes, known as low-consonants or subscripts, which are located beneath the
main consonant as illustrated in Fig. 3. This combination helps to create the
desired consonant sound [25]. Vowels, on the other hand, can appear everywhere
i.e. before, after, above, and below consonants. In some special cases, vowels
can combine with each other to create new vowels. Additionally, the absence
of word separation in Khmer writing makes the detection task even more chal-
lenging compared to languages that have distinct word boundaries. Moreover,
challenges related to low contrast against complex backgrounds, varying light-
ing conditions, and non-standard text orientations contribute to the difficulty
in achieving higher accuracy and reliability. These factors make Khmer text in
scene images more difficult to detect and to accurately recognize.
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In this work, we present the first dataset of Khmer text in natural scene
images, named KhmerST (Khmer Scene-Text). The dataset contains 1,544
expert-annotated images, including 997 indoor and 547 outdoor scenes, making
it a diverse and complex collection. The challenges within this dataset include
planar text, raised text, poorly illuminated text, distant text, and partially oc-
cluded text. Each scene image is annotated with line-level associated text and
polygonal bounding box coordinates. We also benchmark the dataset using sev-
eral state-of-the-art approaches for text detection and recognition. By intro-
ducing KhmerST, we aim to provide a valuable resource for future research on
detection and recognition tasks, as well as text segmentation and word spot-
ting of Khmer in natural scene images. The novelty of the KhmerST dataset
lies in its comprehensive approach to capturing the uniqueness of the Khmer
script in diverse real-world scenarios. This focus supports the development of
more effective and inclusive computer vision technologies, filling a significant
gap in resources tailored to Southeast Asian scripts, especially Khmer. Unlike
most existing datasets that primarily focus on Latin, Chinese, or Arabic scripts,
KhmerST provides an essential resource for creating solutions finely tuned to the
needs of the Cambodian population. These applications include digital archiv-
ing of documents, automated translation services, and enhanced accessibility
features for technology applications in Khmer. By capturing a variety of text
appearances and settings not present in synthetic datasets, KhmerST serves as
a more comprehensive and challenging resource for OCR development, enabling
robust model training to handle a wide range of practical situations.

Therefore, this work makes two key contributions. First, we introduce KhmerST,
a novel low-resource benchmark specifically designed for Khmer scene-text. Sec-
ond, we demonstrate that the performance of current state-of-the-art models
on KhmerST significantly lags behind their performance on Latin script bench-
marks. This discrepancy underscores the necessity for more holistic and efficient
modeling approaches tailored to the complexities of the Khmer script.

The paper is structured as follows. Sec. 2 reviews the related work. Sec. 3
introduces the KhmerST dataset and its characteristics, the detailed process of
collecting the data, the annotation, while Sec. 4 presents the tasks, the baselines
and the evaluation metrics, followed with a discussion. Finally, Sec. 5 offers a
conclusion.

2 Related work

2.1 Datasets of Text in Natural Scene Images

As STDR is a popular research domain in the computer vision community, nu-
merous dataset benchmarks are available in various languages. These datasets
are classified into two main categories: real-world text and synthetic text. For
real-world text datasets [13,15,26], they offer multilingual text images captured
in natural scenes that contain text from urban environments and serve as a valu-
able benchmark for evaluating recognition algorithms. On the other hand, [3, 9]
propose the synthetic text dataset that was generated using computer vision
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techniques and produced a huge amount of labeled data. Besides, Google Street
View images, which also count as a dataset for STDR belongs to the real-world
text category. These datasets are particularly beneficial to facilitate the develop-
ment of robust STDR systems. The Street View House Number (SVHN) dataset,
presented by Netzer et al . [16], contains images of house numbers collected from
Google Street View, providing a challenge for digit recognition due to the various
fonts, sizes, and backgrounds of the images. The FSNS dataset, introduced by
Smith et al . [21], consists of more than a million images from Google Street View
in France. These images contain street name signs, which help address street
name extraction problems. The CTW dataset, presented by Yuan et al . [28], con-
tains a large collection of Chinese text with over 30,000 street view images. This
dataset is an important resource for evaluating and developing scene text recog-
nition systems for Chinese. The KAIST dataset, introduced by Jung et al . [10],
contains Korean text information and image ground truth, encompassing a wide
range of scene images that present text in different formats and contexts. For the
Khmer language, there is a synthetic dataset proposed by Bouy et al . [1]. The
dataset contains a large number of images of Khmer text. However, a compre-
hensive Khmer scene text dataset does not exist. The absence of such a dataset
presents significant challenges for developing and evaluating scene text recogni-
tion systems for the Khmer language. Furthermore, we should have real-world
data to better evaluate the capacity of existing systems on the Khmer script.
Developing this dataset would fill a critical gap and advance optical character
recognition (OCR) technology for future applications in Khmer.

2.2 Scene Text Detection and Recognition

The traditional approaches in scene-text detection focused on hand-crafted low-
level features to differentiate text and non-text components in scene images.
The sliding window (SW) method detects text information by moving the sub-
window through all locations of the image; it utilizes the pre-train classifier to
ensure whether text exists within the sub-window, as described by He et al . [6].
Wang et al . [27] conducted a convolutional neural network (CNN) with the SW
method to find the position of text on the images. The connected component-
based methods, as described by Zhu et al . [30], are designed to extract the
components from the image and filter out non-text candidates using manually
designed rules or automatically trained classifiers. Recently, there has been much
attention on deep learning in semantic segmentation and general object detec-
tion. As a result, similar techniques are increasingly being utilized in text detec-
tion. Qin and Manduchi [17] developed a text detection method using a cascade
of two convolutional neural networks (CNNs). Firstly, text regions of interest
are identified by a fully convolutional network (FCN) and resized to a square
shape with a fixed size. Redmon et al . [18] proposed YOLO (You Only Look
Once), which is an object detection model that can predict the object and its
location at a glance. It considers the entire image during training and test time,
implicitly encoding contextual information about classes and their appearance.
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In our case, for object detection, we propose to use different versions of YOLO
and consider the text as an object.

As for the scene text recognition task, many approaches were considered in
the literature such as character classification-based methods, word classification-
based methods, sequence-based methods, end-to-end text spotting, etc. Lee and
Osindero [11] proposed recursive recurrent neural networks (RNNs) enhanced
with an attention model for text recognition. Jaderberg et al . [9] experimented
with a CNN framework to train the synthetic data with handcrafted labeling
and receive a good performance for word recognition. Li et al . [12] introduced
transformer-based optical character recognition (TrOCR), an end-to-end text
recognition approach with an image transformer and text transformer pre-train
model. The TrOCR model can be used with large-scale synthetic data, printed
text, and handwritten and scene text.

3 The KhmerST Dataset

The KhmerST dataset is a new collection specifically designed to advance com-
puter vision research focused on the Khmer script. This dataset comprises nu-
merous images captured from various public places in Cambodia, such as streets,
signboards, supermarkets, and commercial establishments, all featuring text
written in Khmer. To our knowledge, it is the first scene-text dataset for the
Khmer language, making it a unique contribution compared to existing bench-
mark datasets that include Khmer printed text, as in [2,22], the historical hand-
written Sleuk-Rith dataset [24], scanned books [4], synthetic documents, syn-
thetic scene text, KHOB, and ID cards proposed by [1].The KhmerST dataset
is crucial because it provides real-world scenarios, illustrating how the language
is used in everyday contexts, essential for developing robust and accurate text
recognition models. It addresses challenges such as varying lighting conditions,
diverse font styles, and background noise typical in natural scene images. Unlike
other datasets, the KhmerST dataset captures real-world environments, which
is essential for training models to handle a wide range of practical situations.
Additionally, it includes a variety of text appearances and settings not present
in synthetic datasets, making it a more comprehensive and challenging resource
for OCR development.

The novelty of the KhmerST dataset lies in its comprehensive approach to
capturing the uniqueness of the Khmer script in diverse real-world scenarios.
This focus supports the development of more effective and inclusive computer
vision technologies, filling a significant gap in resources tailored to Southeast
Asian scripts, especially Khmer. Unlike most existing datasets that primarily fo-
cus on Latin, Chinese, or Arabic scripts, KhmerST provides an essential resource
for creating solutions finely tuned to the needs of the Cambodian population.
These applications include digital archiving of documents, automated transla-
tion services, and enhanced accessibility features for technology applications in
Khmer. By capturing a variety of text appearances and settings not present in
synthetic datasets, KhmerST serves as a more comprehensive and challenging
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Fig. 4: Examples of the KhmerST dataset: The Khmer script is present in both indoor
and outdoor images. The dataset showcases the diversity of font sizes, styles, and the
various ways the script appears, such as straight, rotated and curved text.

resource for OCR development, enabling robust model training to handle a wide
range of practical situations.

3.1 Image Selection

To create the KhmerST dataset, we embarked on a data collection process across
Cambodia, amassing a total of 1,544 images. These images were captured from
a variety of locations to ensure a broad representation of settings. We utilized
four different smartphone models for this purpose: Samsung Galaxy A32, iPhone
8 Plus, iPhone 13 Pro Max, and iPhone 14 Pro Max. This diversity in devices
helped to capture images under different lighting conditions and camera capa-
bilities, enhancing the dataset’s robustness.

The KhmerST dataset is divided into two main categories: indoor and out-
door images. Indoor images feature text from commercial environments like su-
permarkets, while outdoor images include text from streets, signboards, and
public buildings. Fig. 4 illustrates examples from both categories. The variety
in font styles and the different ways the script appears (e.g . straight, rotated,
and curved text) ensures that the dataset can be used to develop robust text
detection and recognition models capable of handling various real-life conditions.

3.2 Dataset Annotation

The VGG Image Annotator (VIA) was utilized for the annotation process. It is a
powerful tool designed for marking up images with annotations. This annotator
allows to define regions within each image using polygon coordinates, effectively
delineating complex shapes by specifying vertices on the x and y axes. These
annotations are crucial for precise object detection and region-specific analysis.
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Fig. 5: Examples of bounding boxes on text areas. The green bounding boxes represent
polygon coordinates, while the yellow ones represent rectangular coordinates.

The data for each image, including its annotations, is structured in JSON
format, offering a clear, hierarchical representation of attributes. In our JSON
structure, each polygon’s coordinates are represented by arrays of x and y points
such as "all_points_x": [x1, x2, x3, x4] and "all_points_y": [y1, y2, y3, y4]. This
dataset format uses polygons linked to line-level text to describe text areas in
images rather than rectangular coordinates, because polygons can adjust to the
way the text appears (e.g . rotated text). This method accommodates text ro-
tations and contours, improving recognition accuracy. The JSON entries also
include essential metadata, such as image filenames and sizes, to enhance the
dataset’s utility for training and evaluating machine learning models, particu-
larly for Khmer script recognition. Fig. 5 demonstrates the advantage of using
polygons over rectangles for capturing text areas.

3.3 Dataset Splits

We divided our KhmerST dataset into training and test sets for the text detection
task by allocating 80% of the 1,544 images to the training set and 20% to the test
set. This split results in 1,236 training images and 308 testing images, combining
both outdoor and indoor categories to enhance diversity and challenge. The
KhmerST dataset is paired with images and JSON files containing detailed text
information. For the text recognition task, we cropped the text regions from all
images, yielding a total of 3,463 cropped images. We applied the same 80/20 split,
resulting in 2,851 training images and 712 test images. This systematic division
ensures a robust evaluation framework for both detection and recognition tasks.

4 Benchmark Tasks and Evaluation Metrics

In this section, we outline the performance of the baseline models along with the
evaluation metrics on the proposed KhmerST dataset. The experiments were
conducted on an NVIDIA RTX A6000 GPU and 252 GB of RAM. The process
includes two modules: Text Detection and Text Recognition.
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4.1 Scene Text-Line Detection

Given an input image, our challenge is to detect the bounding box regions of
Khmer text at line-level. The ground truth for each text line’s bounding box
region is provided. To address this challenge, we experimented with four different
YOLO models. The decision to utilize YOLO models for text-line detection is
based on their unique strengths, which align well with the complexities of text
recognition in varied and dynamic environments.
Evaluation Metrics. For the detection task, the Intersection over Union (IOU)
metric is used to measure how well the predicted bounding boxes overlap with
the actual ones. An IOU score ranges from 0 to 1, where 1 indicates a perfect
match. Higher IOU score reflect more accurate object detection, while a lower
score suggest inaccuracies in the predictions. To determine the count of one-to-
one matches, we only consider region pairs with an IOU score above a defined
threshold of 0.5. Consequently, we calculate the Detection Rate (DR), the Recog-
nition Accuracy (RA), and the F-measure (FM) determined by combining DR
and RA, following Eq. (1).

FM =
2.DR.RA
DR+RA

; with DR =
o2o

N
; and RA =

o2o

M
(1)

where, o2o is the number of counting one-to-one matched pairs, N is the number
of boxes in the ground truth, M is the number of bounding boxes detected by
each baseline model. For the performance of pre-trained YOLO models YOLOv5,
YOLOv8, YOLOv10 are evaluated using common metrics such as precision, re-
call, mAP50, and mAP50-95. mAP50 measures the overlap between predicted
and actual bounding boxes, considering a match correct if the overlap 50%
or more. Meanwhile, mAP50-95 provides a more detailed accuracy assessment
across varying overlap thresholds from 50% to 95%.
Baseline Models. First, the enhanced YOLOv1 architecture is a single neural
network designed to predict object class probabilities and bounding boxes si-
multaneously. It processes input images of 1472x1472 pixels with 3 channels and
outputs a grid containing class probabilities and bounding boxes for each cell.
The model, inspired by [18], is built as a convolutional neural network (CNN)
and evaluated using the KhmerST dataset. It applies a series of convolutional
layers, followed by LeakyReLU activation and max-pooling for down-sampling,
gradually increasing the number of filters. The input images have a fixed size of
1472x1472 pixels with 3 channels, and the model produces a tensor of predictions
with a size of 9x23x23 as the final output. The 23x23 represents the number of
output grids, and 9 represents 1 for the existence of the object and 8 values for
the polygon coordinates of x and y.

We experimented with the model as a modular list with different combina-
tions of layer numbers (1, 2, 3) and filter amounts (8, 16, 24) randomly. As shown
in Tab. 1, the reported results indicate that 2 layers with 24 filters produce the
best detection rate of 0.733, a recognition accuracy of 0.866, and an F-Measure
score of 0.794 compared to other variations of the model. The results of text-line
detection using the enhanced YOLOv1 with a CNN architecture are displayed
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Table 1: The performance of the enhanced YOLOv1+CNN architecture.

Nb. Layers Nb. Filters DR RA FM

1 8 0.694 0.819 0.751
2 24 0.733 0.866 0.794
3 24 0.627 0.828 0.714

Table 2: Performance comparison on different versions of YOLO models.

Model Precision Recall mAP50 mAP50-95 Runtime(H) Params(M)

YOLOv5 0.847 0.787 0.875 0.591 0.56 7
YOLOv8 0.873 0.832 0.899 0.625 1.293 11
YOLOv10 0.905 0.76 0.87 0.593 1.965 8

in Fig. 6a. We observe that the bounding boxes are correctly positioned over the
text areas, though in some cases, the model didn’t predict the correct text area.

Second, we fine-tuned the pre-trained YOLOv5, YOLOv8, and YOLOv10 on
the KhmerST dataset. Each image was resized to 640x640 pixels, and the cor-
responding JSON files were pre-processed into a text file format containing the
image filename and coordinates, including the class ID, x_center, y_center,
width, and height, where class ID "0" represents Khmer text as an object. As
shown in Tab. 2, YOLOv10 achieved the highest precision value of 0.905, while
YOLOv8 excelled in recall, mAP50, and mAP50-90, with values of 0.832, 0.899,
and 0.865, respectively. However, YOLOv10 recorded the lowest recall score of
0.760, compared to YOLOv5, which had a recall rate of 0.787, and 0.832 of
YOLOv8. Overall, while YOLOv5 offers efficiency with balanced performance,
YOLOv8 and YOLOv10 provide progressively more complex architectures and
higher precision, albeit with increased computational demands and runtime. The
Fine-tuned YOLO models predict the bounding region of each image by provid-
ing the bounding box values along with the mAP score. The results of detection
using the fine-tuned versions of YOLOv5 are shown in Fig. 6b, YOLOv8 in
Fig. 6c, and YOLOv10 in Fig. 6d.

Overall, we observed that the best model among the YOLO versions is
YOLOv8. This model achieved the highest recall, around 0.832, and a mean av-
erage precision (mAP) of 0.899, although its precision of 0.873 was slightly lower
than that of YOLOv10, which had a precision of 0.905. However, YOLOv8 out-
performs YOLOv10 in text detection due to several key factors. Firstly, YOLOv8
excels at detecting small objects [8], which is critical for text detection, as text
often appears as small elements within images. Additionally, YOLOv8’s 11M
parameters allow it to capture more detailed features and model complexities,
which are essential for accurately recognizing text with various fonts, sizes, and
orientations. While YOLOv5, with its 7M parameters, and YOLOv10, with 8M
parameters, may offer reduced latency, which comes at the cost of accuracy in
text detection. In contrast, YOLOv8’s ability to handle the intricacies of small

1786



KhmerST Dataset for Low-Resource STDR 11

object detection makes it more suitable for this task, even with slightly higher
latency, while it is also more efficient in terms of computational resources and
time. Moreover, YOLOv1 also demonstrated a relatively good ability to detect
text areas in images, with some limitations when dealing with images of low
resolution and complex backgrounds, as illustrated in Fig. 6a.

(a) Detection results from YOLOv1 enhanced with CNN: the model predicts the text area in
each image by drawing bounding boxes.

(b) In the detection output of the YOLOv5 model, we detect the text areas by drawing the
bounding boxes with mAP values.

(c) In the detection output of the YOLOv8 model, we detect the text areas by drawing the
bounding boxes with mAP values.

(d) In the detection output of the YOLOv10 model, we detect the text areas by drawing the
bounding boxes with mAP values.

Fig. 6: The output of the YOLO models: For each image, YOLOv1 predicts the text
areas, and pre-trained models like YOLOv5, YOLOv8, and YOLOv10 also produce
mAP values. The images with green bounding boxes represent the ground truth, while
those with yellow bounding boxes show the predictions from the model.
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Table 3: Character Error Rate (CER) and Word Error Rate (WER) performances for
TrOCR and Tesseract OCR.

Model CER (%) WER (%)

TrOCR 1.01 2.24
Tesseract 1.30 4.75

4.2 Scene Text Recognition

Scene Text recognition involves the identification and extraction of textual infor-
mation. In this matter, we intend to investigate the performance of two different
methodologies on our proposed KhmerST dataset.
Evaluation Metrics. For the recognition phase, we calculate the character
error rate (CER) and word error rate (WER) as the ratio of unrecognized char-
acters over the total number of characters in ground truth. It typically includes
insertions, deletions, and substitutions. CER and WER is calculated as follows:

CER =
Sc + Dc + Ic

Nc
; WER =

Sw + Dw + Iw
Nw

(2)

where S The number of substitutions D is the number of deletions I: The number
of insertions N The total number of characters in ground truth.
Baseline Methods. First, we experimented with the TrOCR pre-trained model,
which consists of a Transformer-based encoder and an auto-regressive text Trans-
former decoder to perform optical character recognition (OCR). The TrOCR
model is designed to understand the context and structure of written language.
It has shown its superior performance compared to the current state-of-the-art
models in printed, handwritten, and scene text recognition tasks [12]. TrOCR
achieved a relatively good performance with an overall CER of 0.90 and WER
of 1.02 as shown in Tab. 3. We calculated the CER and WER using Eq. (2). Sec-
ond, we utilize the Tesseract tool, using its OCR capabilities to extract text from
natural scene images. With the KhmerST dataset, Tesseract is able to achieve a
CER of 1.30 and WER of 4.75. The results denoted in Tab. 4 show the outputs
produced by the TrOCR pre-trained model and Tesseract. We randomly selected
five images from the test set to demonstrate that the models were able to extract
the text correctly in some cases, but failed to do so in others.

Overall, we observed that state-of-the-art models and tools such as the TrOCR
pre-trained model and Tesseract tool, did not perform well with our KhmerST
dataset. Both TrOCR and Tesseract faced significant difficulties in extracting
Khmer scene text accurately. These challenges can be attributed to the unique
characteristics of the Khmer script, including its complex ligatures, varying base-
line, and intricate diacritics. Additionally, the presence of diverse backgrounds
and varying text orientations in natural scenes further the recognition difficul-
ties. Our observations highlight the need for more specialized OCR models that
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Table 4: Examples of text recognition using the TrOCR model and Tesseract compared
with the ground truth. Errors in the predictions are highlighted in red.

Instance Ground-Truth Tesseract TrOCR

can handle the complexity of the Khmer script, including the fonts and their
appearances, as well as the diversity of scene images.

4.3 Limitations

The pre-trained TrOCR model, with its approximately 159 M parameters, re-
quires a substantial amount of data for effective training and testing. Given
the limited size of the KhmerST dataset, training the TrOCR model led to
over-fitting. Over-fitting occurs because the model memorizes the training data
rather than learning to generalize from it, resulting in poor performance on
unseen data. Additionally, the large model size contributes to increased compu-
tational demands, making it less feasible for environments with limited resources.
Conversely, Tesseract OCR, an open-source optical character recognition engine,
performs well with well-resourced languages such as English [14,19], Hindi [20],
and Chinese [29]. These languages benefit from extensive annotated datasets and
well-developed linguistic models, enabling Tesseract OCR to accurately extract
text. However, for the low-resource Khmer language, Tesseract OCR’s perfor-
mance is sub-optimal. As shown in Tab. 4, the outputs from both the TrOCR
model and Tesseract OCR did not align with the ground truth text for Khmer.

Several factors contribute to the poor performance of these state-of-the-art
models with Khmer text in natural scene images. Firstly, the Khmer script is
inherently complex, with intricate characters, multiple diacritics, and unique
word formation rules. Unlike Latin-based scripts, Khmer characters combine in
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various ways, creating numerous glyphs that must be recognized, as shown in
Fig. 1. In addition, Khmer text in natural scenes often appears in diverse font
styles, sizes, and orientations. This variability significantly challenges OCR mod-
els, as they need to adapt to different typographic representations of the same
characters. Another issue is the lack of standardization in Khmer text, which
can vary widely in terms of spelling, formatting, and orthographic conventions.
This lack of standardization increases the difficulty of creating robust models
that can handle all possible variations. Environmental factors also play a role:
text in natural scenes is subject to various distortions due to lighting conditions,
shadows, reflections, and occlusions. These factors can obscure parts of the text,
making it harder for OCR models to accurately detect and recognize the text.

5 Conclusion

This research work introduces the KhmerST Dataset, the first scene text dataset
for the Khmer language, which contains around 1,544 images. The dataset is di-
vided into two main categories: indoor 997 images and outdoor 547 images. We
annotated the text in the scene images at the line-level and stored the coor-
dinates as polygons. The dataset was collected by capturing real images with
various fonts, text sizes, and backgrounds. These present a significant challenge
for text detection and recognition systems. We believe that our dataset will be
a great resource for improving OCR and advancing research in Khmer STDR.
In addition to the dataset, we also produced a text detection and recognition
benchmark and discussed the performance limitations of the current state-of-the-
art models on the KhmerST dataset. To deal with such a challenging dataset,
STDR require different models that can handle the unique characteristics of the
Khmer script and the diverse conditions in which the text appears.

Addressing the challenges of Khmer text recognition in natural scene images
requires a multifaceted approach. Future research will focus on: (i) expanding
the dataset with more diverse images and text styles to provide a comprehensive
resource for the research community. Additionally, generating synthetic data will
augment the existing KhmerST dataset, overcoming its size limitations; (ii) de-
veloping specialized architectures tailored to the intricacies of the Khmer script
aims to enhance detection and recognition accuracy by incorporating specific lin-
guistic and typographic features; (iii) emphasizing multimodal approaches that
integrate visual and textual data will further refine text recognition capabilities,
particularly in disambiguating complex text scenarios. These areas for future
contributions are pivotal for advancing Khmer STDR in natural images, ensur-
ing that OCR models effectively manage the intricacies and variations of this
low-resource language.
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