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Abstract. While large language models with vision capabilities (VLMs),
e.g., GPT-40 and Gemini-1.5 Pro, are powering various image-text ap-
plications and scoring high on many vision-understanding benchmarks,
they are still surprisingly struggling with low-level vision tasks that are
easy to humans. Specifically, on BlindTest, our suite of 7 very simple
tasks such as identifying (a) whether two circles overlap; (b) how many
times two lines intersect; (c¢) which letter is being circled in a word; and
(d) the number of circles in an Olympic-like logo, four state-of-the-art
VLMs are only 58.07% accurate on average. Sonnet-3.5 performs the
best at 77.84% accuracy, but this is still far from the human expected
accuracy of 100%. Across different image resolutions and line widths,
VLMs consistently struggle with those tasks that require precise spa-
tial information when geometric primitives overlap or are close together.
Code and data are at: vlmsareblind.github.io
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1 Introduction

In the last eight months, the advent of VLMs, starting with GPT-4V (ision) [33],
has enabled numerous, unprecedented image-text processing applications [43].
VLMs can accurately identify objects in a scene [9,34,43] and perform complex
tasks based on these detected objects, e.g., calculating the cost of beers on a
table from an image of the scene and an image of the menu [44]. Interestingly,
VLMs advance so quickly that describing unusual activities in an image [3§]
(e.g., a man ironing on a moving taxi) has become a standard sanity check [10].

Existing VLM benchmarks cover a wide range of tasks [14,26,47]. However,
they often assess a high-level human-vs-machine performance gap conflating both
visual and non-visual abilities. Interestingly, the input images in so many ques-
tions, e.g., 42.9% of MMMU [47], are not even necessary [6] for determining the

* All authors contributed to conducting experiments, analyzing results, and writing
the paper.
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correct answer. Many answers (1) can be inferred from the textual question and
choices alone [6,11]; and (2) are memorized by VLMs from their Internet-scale
training [6]. In contrast, it is important to exclusively measure the visual
capabilities of VLMSs, independent of their strong language abilities.

In this paper, we test VLMs’ ability to see (not reasoning) on low-level vision
tasks inspired by the “visual acuity” tests [5] given to humans by optometrists.
We test four state-of-the-art (SOTA) VLMs: GPT-40 [32], Gemini-1.5 Pro [35],
Claude-3 Sonnet [4], and Claude-3.5 Sonnet [2] on our suite of 7 extremely
simple visual tasks that involve only 2D geometric primitives (e.g., lines and
circles) [12] and require minimal to zero world knowledge. Our key findings are:

1. Despite excellent performance on chart and diagram benchmarks [4, 32],
VLMs cannot reliably tell whether two lines (or two circles) are intersecting,
especially when close together. Accuracy in detecting 0, 1 or 2 intersections
in a line chart ~>< of two 2-segment piecewise-linear functions ranges from
~41% to 76% (Sec. 4.1). For the two-circle ®® task, VLMs perform better
(~75-93% accuracy), but still far from the expected 100% (Sec. 4.2).

2. VLMs can perfectly recognize a circle (O) and a word (Subdermatoglyphic ) sep-
arately. Yet, when the circle is superimposed on the word (Subde@matoglyphic ),
models tend to struggle to identify which letter is being circled (Sec. 4.3).

3. VLMSs can accurately count shapes, e.g., circles (O), that are disjoint and
far apart. However, all VLMs struggle to count intersecting circles (like
the Olympic logo), and, generally, primitive shapes (O, [, (J) that are
overlapping or nested (Sec. 4.4).

4. Tiling up squares into a grid HH , we find VLM to fail to count the number
of rows or columns in the grid, whether empty or containing text (Sec. 4.5).
This is in stark contrast to VLM high performance (> 90% accuracy) [32,35]
on DocVQA [27], which includes many questions with tables.

5. When tasked with tracing colored paths in a simplified subway map of only
2 to 8 paths and a total of 4 stations, VLMs often fail to count the paths
between two stations, i.e., with an accuracy of ~31% to 58% (Sec. 4.6).

6. GPT-40 is better than Gemini-1.5 Pro on 7 existing complex VLM bench-
marks [32,35] but worse on BlindTest. On average across all 7 tasks, VLMs
perform at 58.07% accuracy with Sonnet-3.5 being the best (77.84% accu-
racy), which is still far lower than the expected 100% accuracy of humans
(see Tab. 1). In sum, BlindTest reveals some remarkable VLM limitations
that are not measured in prior benchmarks.

2 Vision language models

Our goal is to study how SOTA VLMs perceive simple images composed of inter-
acting geometric primitives. We test four SOTA models: GPT-40 (@), Gemini-1.5
Pro (4 Gemini-1.5), Claude-3 Sonnet (@ Sonnet-3), and Claude-3.5 Sonnet
("] Sonnet-3.5) that are ranking highest on 7 recent multimodal vision bench-
marks (see [32] and Table 10 in [35]), which cover multi-discipline, college-level
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subjects in MMMU [47], science diagrams in AI2D [14], mathematics in Math-
Vista [23], charts in ChartQA [26], documents in DocVQA [27], and videos
in ActivityNet-QA [46] & EgoSchema [24]. We initially run experiments with
Claude 3 Opus [3] but swap it with Sonnet-3.5, which performs more accu-
rately on BlindTest and costs 5x less. All models tested are described in 77
Open-source For completeness, we also test 8 open-source models of vary-
ing sizes (from 0.5B to 72B parameters) across three different families: LLaVA
OneVision-qwen2 [16], Phi-3.5-vision-instruct [1], and InternVL-2 [7]. Yet,
they underperform the four closed-source models described above (see their re-
sults in 77).

3 BlindTest benchmark of 7 tasks

Eye exams Like humans’ visual acuity tests [5], we design a set of 7 very sim-
ple, yet novel tasks that are composed of common geometric primitives. We do
not use the existing tests designed for human-eye exams for two reasons. First,
we avoid using the questions that exist on the Internet, which may provide an
inflated measure of vision capabilities [6,11,45]. Second, our preliminary experi-
ments show that GPT-40 already performs very well on humans’ eye exams, which
typically contain single, separate symbols—e.g., the Snellen chart [5], tumbling
E [5], and contrast sensitivity charts [13,25].

Motivation Our BlindTest benchmark tests VLMs on identifying known
geometric primitives when they are close together, overlapping, or intersecting.
We hypothesize that VLMs will struggle because they mostly rely on “late fu-
sion” [21,39], i.e., first extracting visual representations without considering the
textual question, and then feeding them to a large language model (LLM) for
processing. Therefore, while geometric primitives in BlindTest are well known,
their exact spatial information on a white canvas (e.g., the size and position of a
Q) is typically not describable in natural language, even for humans, and may
not be captured by the vision encoders trained mostly on natural images.
Controls For each test image, we prompt VLMs using two different, yet se-
mantically equivalent questions. Furthermore, we test VLMs on multiple versions
of each task across three different image sizes (Secs. 3.1, 3.2, 3.4, 3.6 and 3.7)
and two to three line thickness values (Secs. 3.1 and 3.4 to 3.7).

3.1 Task 1: Counting line intersections ~><

Given the impressive accuracy of VLMs on answering questions on diagrams and
charts (e.g., Sonnet-3.5 scoring 94.7% on AI2D and 90.8% on ChartQA) [2], a
reasonable hypothesis is that VLMs must be able to see if two graphs intersect
in a chart. Here, we test this hypothesis by asking VLMs to count the number
of intersections (0, 1 or 2) between two 2-segment piece-wise linear functions.

Images We create 1,800 images (??) of 2D line plots drawn on an image of
size of C' x C, where C' € {384,768,1152}. Each line plot consists of two line

segments, defined by three points whose x-coordinates are fixed at {0, %, Clpx
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(see ?7?). The y-coordinates are randomly sampled from a pre-defined, invisible
12x12 grid to ensure there is sufficient spacing between two plots and that there
are exactly 0, 1 or 2 intersections. See 7?7 for more details.

3.2 Task 2: Two circles @@

In the task of counting line intersections (Sec. 3.1), each image contains two
long, thin colored lines on a large white canvas. Here, we test models in a com-
plementary setting where the two interacting objects (here, two same-sized filled
circles ®®) are larger while their gap is smaller. This task evaluates VLM ability
in detecting (1) a small gap between two circles; and (2) that two circles are
overlapping, i.e., no gaps. We vary circle and gap sizes and ask VLMs if two
circles are (a) overlapping or (b) touching each other.

Images Given a blank image of size C' x C, we draw two same-sized circles of
diameter ¢ € {%, %, %, %} with a boundary-to-boundary distance = ¢ x d where
d € {-0.25, -0.2, -0.15, -0.1, -0.05, 0.0, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4,
0.45, 0.5} to cover all three cases: overlapping, tangent, and disjoint (see ?7a).
The two circles are arranged in four different orientations, making a 90°, 0°,
—45°, and 45° angle with the x-axis (??b). The whole grid sampling generates
224 images per image size. We replicate the procedure for 3 image sizes, i.e.,
C = 384,769, 1155 px to create a total of 3x224 = 768 images. See 7?7 for more
details.

3.3 Task 3: The circled letter Subdepmatoglyphic

Consistent with prior reports [36,43,44], we find that VLMs can 100% accurately
identify a primitive shape (e.g., a red circle Q) [36] and can perfectly read an
English word (e.g., Subdermatoglyphic ) alone. Here, we superimpose the red circle
on every letter, one at a time, in the word, and ask VLMs to identify which
letter is being circled. While the task is easy to humans, our hypothesis is that
if a VLM’s vision is “blurry”, it might not be able to identify the exact letter
being circled since there is tiny spacing between the adjacent letters.

Images We choose three strings Acknowledgement , Subdermatoglyphic , and
tHyUiKaRbNgWeOpXcZvM because they contain characters of variable widths and
heights. Furthermore, all four tested VLMs can read out all characters in these
strings when they are input to the models as an image. While Acknowledgement is
a common English word, Subdermatoglyphic is the longest word without repeti-
tive letters. We also test VLMs on the random string tHyUiKaRbNgWeOpXcZvM to
estimate how much model accuracy is due to its familiarity with the word.

For each (string, circled-letter) pair, we render a 512x512 image by choos-
ing among 3 red oval line-thickness levels, 2 font families, and 4 different val-
ues of image padding for a total of 24 images. That is, we generate 360, 408,
and 480 images for Acknowledgement (15 letters), Subdermatoglyphic (17 letters), and
tHyUiKaRbNgWeOpXczZvM (20 letters), respectively. We ensure each letter to be cir-
cled fits completely the oval O (see 7?). See 77 for more details.
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3.4 Task 4: Counting overlapping shapes (31D

Aligned with prior research [44], we also find VLMs to be able to count disjoint
circles (OQOQ). Yet, here, we test VLMs on counting circles that are intersecting
((TY)) like in the Olympic logo—a common cognitive development exercise for
preschoolers [31,37]. Our hypothesis is that a “blurry” vision may not see the
intersection between two circles clearly and therefore unable to trace circles and
count them. For generalization of our findings, we repeat the experiment with
pentagons ((7) as well (instead of circles).

Images In an image of size C' x C, where C € {384,769, 1155}px. We draw
N € {5,6,7,8,9} overlapping, same-sized circles arranged in two rows like the
Olympic logo (see ?7?). A circle diameter ¢ € {%, 1%} We repeat the images
with two different line thicknesses for rendering circles. This procedure renders 3
resolutions x 5 values of N x 2 diameters x 2 line widths x 2 color options = 120
images. We also vertically flip all 120 images, resulting in a total of 240 images.
We repeat for pentagons ((J) in addition to circles (), resulting in 240x2
shapes = 480 images in total. For pentagons, their side length d € {%, %} See
77 for more details.

3.5 Task 5: Counting the nested squares [0

In addition to testing VLMs on counting the intersecting circles (Sec. 3.4),
here, we test a complementary setting by arranging the shapes so that their
edges do not intersect. That is, each shape is nested entirely inside another (see
?7?). For completeness, we test squares ([]) in this task.

Images In an image of size 1000x1000px, we render N € {2,3,4,5} nested
squares one at a time from the largest to the smallest. First, the outermost square
is rendered using a random edge length d. And each subsequent smaller square
is placed randomly inside the previous one and has an edge length of 75% of
that of the outer square. We render squares using a line width of {3,4, 6}px and
ensure no squares touch by edges. For each line width, we generate 10 images
(where squares have different, random locations) to create 3 x 10 = 30 images.
Repeating the process for all N values results in 4 x 30 = 120 images. See 77
for more details.

3.6 Task 6: Counting the rows and columns of a grid HH

The results from prior tasks show VLMs cannot always count shapes that are
overlapping (Sec. 3.4) or nested [@ (Sec. 3.5). What about adjacent shapes []
(1?7 Here, we tile up shapes (specifically, []) into a grid and challenge VLMs
to count—a task that is supposedly simple to VLMs given their remarkable
performance (> 90% accuracy) [32,35] on DocVQA [27], which includes many
questions with tables. To simplify the task, we ask models to count the number
of rows and columns in a given table (either empty or text-containing).

Images A grid may have Nx N, Nx N’ or N'xN cells, where N € {3,4,5,6,7,8,
9} and N’ = N + 1. We also include grids of size 10x10 to balance the bench-
mark with the row and column sizes. Each grid is rendered with two different line
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widths on a canvas of size C' x C where C' € {500, 1250, 2000} px. Besides empty
grids, we also replicate the procedure to make grids contain text (which is more
common in real-world tables) where each cell contains a single random English
word (see 77). Both versions (empty and text-containing) combined have 2x132
= 264 images. See 77 for more details.

3.7 Task 7: Following single-colored paths

It is important for VLMs to be able to follow paths in order to read maps or
charts [26], interpret graphs [15], and user annotations (e.g., arrows) in input
images [44]. To assess path-following capability, this task asks models to count
the unique-color paths between two given stations in a simplified subway map.
Images We create each subway map on an image of size C' x C, where
C € {512,1024}px (see ??). We write 4 station names (A, B, C, D) at 4 fixed
coordinates € {(%, ), (C, %), (%, 0), (0, %)}, respectively. We divide the canvas
into an invisible grid of 18x18 cells and initialize 3 path-starting points %px
away from each station. We draw a path, using the depth-first search algorithm
starting from a random station and a random starting point, where a valid move
is one cell in any direction: North, south, east or west. We repeat the process
so that each station has exactly N € {1, 2,3} outgoing paths, for a total of 180
maps. See 77 for details.

4 Results

Table 1: Accuracy (%) of models over 7 tasks in BlindTest. The mean accuracy over
all four models is 58.07% substantially better than random chance (24%), which is com-
puted considering each task as a single-label, N-way classification problem. Sonnet-3.5
is the best (77.84% accuracy) but still far from the 100% expected accuracy. Note that
the best performing open-source model (?7?) is only on par with Sonnet-3 here.

a. b. c. d. e. f. g. h. i.
Model << e® O QOO & @ HH ¥ Task mean
Random 33.33 50.00 5.77 20.00 20.00 25.00 4.55 33.33 24.00
GPT-4o0 41.61 75.91 74.23 41.25 20.21 55.83 39.58 53.19 50.23
4 Gemini-1.5 66.94 93.62 83.29 20.25 24.17 87.08 39.39 53.13 58.48
A Sonnet- 43.41 86.46 72.06 29.79 1.87 65.00 36.17 31.11 45.73
%] Sonnet-3.5 75.36 90.82 87.88 66.46 77.71 92.08 74.26 58.19 77.84
Mean 56.84 86.70 79.36 39.44 30.99 74.99 47.35 48.90 58.07
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Examples from BlindTest benchmark with VLMs’ responses

P1 P2 P3 P4 P5 P6 P7
o GO0
Acknowfedgement N R [ Y _L’_rn
. — @ I
1 X | Yes X| o X 6 v 5 X |[3x4 1 v
4+ 1 X | No V| w X 5 X 3 v | 3x4 / 2 X
a 1 X | Yes X| o X 5 X 4 X | 4x4 X 2 X
#o0 v/ | No v| 1 v 6 v 3 v/ | 3x4 1 v
GPT-40 4 Gemini-1.5 [A Sonnet- *{ Sonnet-

P1: How many times do the blue and red lines touch each other? Answer
with a number in curly brackets, e.g., {5}.

P2: Are the two circles overlapping? Answer with Yes/No.

P3: Which character is being highlighted with a red oval? Please provide
your answer in curly brackets, e.g. {a}

P4: How many circles are in the image? Answer with only the number in
numerical format.

P5: How many squares are in the image? Please answer with a number in
curly brackets e.g., {10}.

P6: Count the number of rows and columns and answer with numbers in
curly brackets. For example, rows={5} columns={6}.

P7: How many single-color paths go from A to D? Answer with a number in
curly brackets e.g. {3}.

Fig. 1: VLMs fail on the simple tasks of BlindTest.

4.1 VLMs cannot reliably count line intersections

Experiment We parse every model’s response to extract the final answer and
then compare it to the groundtruth. We report the mean accuracy of every model
on two prompts and analyze how accuracy changes as we vary hyperparameters
(e.g., line widths and image sizes).

Results First, across two prompts and two line widths, all VLMs are 56.84%
accurate (Tab. 1a), far from the expected 100% accuracy on this easy task (?7).
The best accuracy is only 75.36% (Sonnet-3.5) (Tab. 2). Specifically, VLMs
tend to perform worse when the distance between two plots narrows
(Fig. 2). As each line plot is composed of three key points, the distance between
two plots is computed as the mean distance over three corresponding point pairs.
See Fig. 1 and 77 for more samples of VLM predictions. VLMs perform similarly
across three image sizes (77).
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043 04 039 038 052 035 0.29

Table 2: The accuracy breakdown
by line width in pixels (where C 38 053 068 071 078 071 08 069
= image width), averaged over two
prompts, shows that VLMs cannot
reliably count the intersections be- " el 071 072 JC: 0728 069 B
tween two simple 2D line plots.

0.42 042 042 053 066 0.75

[1.0,2.0) [2.0,3.0) [3.0,40) [4.0,5.0) [5.0,6.0) [6.0,7.0) [7.0,8.0) [8.0,9.0) [9.0,10.0]

Line width + a g Fig. 2: As a line-plot image is divided into
0.005 x C' 45.00 67.55 45.22 75.83 a 12x12 grid, the x-axis shows the mean
0.010x C' 38.22 66.33 41.61 74.88 distance (in grid cells) over 3 pairs of
Mean 41.61 66.94 43.41 175.36 points of two 2-segment plots. VLMs are

often more confused when two plots are
closer together (left) than when they are
further apart (right).

Our findings are in stark contrast to the high accuracy of VLMs on ChartQA
[32,35], suggesting that VLMs can recognize the overall trend of a line plot but
unable to “zoom in” to see fine details, e.g., which lines are intersecting.

4.2 VLMs cannot clearly see if two circles overlap or not

Motivated by VLM poor performance in counting line intersections (Sec. 4.1),
here, we replace lines by large, filled circles and ask VLMs explicitly if the two
circles are touching (or overlapping).

Experiment Since we instruct VLMs to output a binary answer (Yes/No),
we use Python to extract VLMs’ formatted answer from their responses for
comparing with groundtruth.

Results Surprisingly, even on this task where objects (® ®) are large and clearly
visible to humans, no VLMs are able to solve it perfectly with a mean accuracy
of 86.70% (Tab. 1b). The best accuracy is 93.62% (Gemini-1.5) over all images
and two prompts (Tab. 3). A common trend is when two circles are close
together, VLMs tend to perform poorly, making educated guesses, e.g.,
Sonnet-3.5 often answers “No” conservatively (??). GPT-40 performs the worst
and shockingly is not 100% accurate even when the distance between two circles
is as large as one radius (Fig. 3; d = 0.5). That is, consistent with the results
from Sec. 4.1, VLMs seem to be unable to always detect the gap or intersection
between two filled circles (Fig. 1 and 77).

An explanation is that due to the late-fusion mechanism [39], VLMs extract
visual features from the image before even looking at the question, causing this
“blindness”. In contrast, if a model first knows that the question asks it to focus
on the area between the two circles, it then might be able to extract accurate
visual information to answer such simple questions.

While VLMs perform consistently across three image resolutions (?7), ev-
ery model performs the best at a specific circle orientation (??). Moreover,
VLMs’ performance does not change substantially (£5.79% for Sonnet-3.5 and
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+10.81% for GPT-40) when tested against different colors (?7?), ruling out the
impact of color on their inability to see the overlapping or touching circles. More
examples of VLMs’ answers are in 77.

Table 3: GPT-40 and Gemini-1.5 oo oo ee g

perform more consistently over the
two different prompts (“overlapping”
and “touching”) than Sonnet-3 and
Sonnet-

025 -0.2 -0.15 -0.1 -0.05 0.0 005 01 015 02 025 03 035 04 045 05

Model Overlapping Touching Mean

7474 7708 7591 Fig. 3: VLMs perform poorly when two circles

+ 94.01 9323 93.62 are tangent (d = 0.0) or close together (d =

A 89.58 83.33 86.46 0.05,0.10). Yet, Sonnet- is better at d >

7] 86.46 95.18 90.82 0.0. (perhaps due to its tendency to answer
“NO”).

4.3 VLMs do not always see the letter inside the red circle

Experiment To evaluate the models’ ability to recognize individual characters
in an image, we place a red circle over one character in a word. We then prompt
the models to put their prediction in {curly braces} and then we compare the
lower case version of this character to the lower case version of the ground truth
character.

Which character is being highlighted with a red oval? Please provide your

answer in curly brackets, e.g. {a}

Acknowledgentent Acknowledgement Subdefmatoglyphic Subdermatoglyphic Subdermatoglyphilc —tHyUikaRBNqWeOpXczvM
e X t X o X h v o X b v
4 m v e X e X h v o) X b v
A e X t X [o) X i X @© X n X
e X e X r v i X t X D X
GPT-40 4 Gemini-1.5 [ Sonnet-3 [*| Sonnet-

Fig.4: Identifying the letter being circled is non-trivial for VLMs across
both English words (Acknowledgement & Subdermatoglyphic) and a random string
(tHyUiKaRbNgWeOpXcZvM ). When making mistakes, VLMs tend to predict letters ad-
jacent to the circled one.
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Results All VLMs can accurately spell out the string when there is a red oval
O superimposed on the image. Yet, interestingly, reading out which letter is being
circled turns out to be a challenge (mean model accuracy: 79.7%; Tab. lc).
When the letters are close together, VLMs often predict letters
adjacent to the one being circled (see the confusion matrix in ?? and more
results in Fig. 1 and ?7?). Sometimes models hallucinate, e.g., coming up with
characters non-existent in Subdermatoglyphic (e.g., “9”, “n”, “(C)”) despite having the
ability to accurately spell out the word (see ??). We also observe that VLMs,
on average, fail to see the circled letter across various common English words
(mean accuracy is 86.43% in ?77). However, as the words get shorter in length
and there is no repetitive letters in them, VLMs tend to perform better. More

On average, models perform better (+0.46 to +13 points) on the two English
words compared to the random string (?7?), suggesting that knowing the word
help VLMs make better educated guesses, slightly improving accuracy.

Sonnet-3.5 and Gemini-1.5 are the top-2 models (87.88% and 83.29%) and
are better than GPT-40 and Sonnet-3 by a large margin of nearly +15 points
(??). VLMs perform similarly across two prompts (??) and two font families
(?7). See also ?? for an example of GPT-40 and Gemini-1.5 making educated
guesses on the color of the overlapping area between two overlapping circles
(Task 1).

4.4 VLMs struggle to count overlapped and nested shapes

Experiment We run all VLMs on all images of overlapping circles and pen-
tagons (Sec. 3.4) and nested squares (Sec. 3.5). We prompt models to output
the predicted number of shapes in a formatted answer. We compare extracted
answers with groundtruth. For each shape (circles, pentagons and squares), we
run two different prompts.

Results On counting overlapping circles, pentagons, and nested squares, VLM
mean accuracy is 39.44%, 30.99%, and 74.99%, respectively (Tab. 1d-f). That
is, counting shapes is not easy to models regardless of whether the shapes are
overlapped or nested, i.e., their edges intersect or not (Fig. 1 and ??7). On
nested squares, model accuracies vary widely—GPT-40 (55.83%) and Sonnet-

(65.00%) are at least -25 points behind Gemini-1.5 (87.08%) and Sonnet-

(92.08%). This gap is even larger on counting overlapped circles and pentagons—
Sonnet- is better than the other models by multiple times (e.g., 77.71% vs.
1.87% of Sonnet-3; Tab. 1).

All four models are at least 83% accurate in counting 5 circles. Yet, surpris-
ingly increasing the number of circles by one is sufficient to cause accuracy to dip
substantially to near zero for all models, except Sonnet- (Fig. 5; column 6-
9). In counting pentagons, all VLMs (except Sonnet-3.5) perform poorly even
at 5 pentagons. Overall, counting from 6 to 9 shapes (both circles and
pentagons) is hard for all models.

We further investigate why VLMs are nearly perfect at counting 5 circles but
struggle to count 5 pentagons or more than 5 shapes in general. When there are

27



Vision language models are blind @@ 11

(a) Circles (c) Squares @

0.38 0.46

(b) Pentagons (XY

Koeanooy

0.26

5 6 7

Number of shapes

Fig. 5: All four VLMs can count 5 circles well (leftmost; Qi88), but only Sonnet-3.5
can count 5 overlapping pentagons well at 0.9 accuracy (b). Counting from 6-9 shapes
(either O or (3) is CHAlIGHGIHE to VLMs. Interestingly, GPT-40 (B) and Sonnet-3 (&)
are unable to count two nested squares reliably, i.e. 0.88 and 0.91 accuracy (c).

more than five circles () and VLMs predict an incorrect count, Gemini-1.5
predicts “5” 99.74% of the time regardless of the actual number of circles (?7).
For other models, this frequency is also much higher than that in the case of
pentagons. Our results show strong evidence that VLMs are biased towards
the well-known 5-circle Olympic logo (more results on this bias in ?7).

GPT-40 performs better on colored shapes than on black shapes and Sonnet-
3.5 is increasingly better as the image size increases. However, the accuracy of
all other models only change marginally as we change colors (??) and image
resolutions (77).

Note that there are only 2 to 5 squares in each image in the task of counting
nested squares and these squares do not intersect (?7?). Surprisingly, GPT-40
and Sonnet-3 are still unable to perfectly count two and three nested squares
(Fig. 5c). When the count increases to four and five, all models are far from
100% accurate (Fig. 5¢). Our results show that it is not easy for VLMs to extract
accurate representation of shapes even when their edges do not intersect.

4.5 VLMs cannot easily count the rows and columns in a grid

Since VLMs struggle in counting the number of simple shapes when the shape
edges intersect (Sec. 3.4) or separate (Sec. 3.5), here, we test the remaining case
where these shapes are placed adjacently sharing edges, specifically, tiling up
multiple rectangles into a single grid. Given the impressive accuracy of VLMs
[2,32,35] on questions involving tables and spreadsheets in DocVQA [27], we
hypothesize that VLMs must be able to count the rows and columns in a grid.
Experiment We run all VLMs on the images of empty grids and text-
containing grids (Sec. 3.6) and analyze their formatted answers.

Results First, VLMs surprisingly performs poorly (34.37% accuracy) in count-
ing the rows and columns in an empty grid (see ??). Specifically, they are often
off by one or two (e.g., GPT-40 predicts 4x4 and Gemini-1.5 predicts 5x5 for a
4x5 grid; 7?7 and Fig. 1). This finding suggests that VLMs can extract important
content from a table to answer table-related questions in DocVQA [27] but do
not clearly “see” a table cell-by-cell as a human does.
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This might be because tables in documents are mostly non-empty and VLMs
are not used to them. Aligned with that hypothesis, after adding a single
word to each cell, we observe the accuracy of all VLMs to increase
almost twice (e.g., from 26.13% to 53.03% for GPT-40) (??). Yet, no models
can solve this task with the best model (Sonnet-3.5) performing at 88.68% on
text-containing grids and 59.84% on empty grids (Fig. 6a vs. b).

(a) Empty (b) Text-containing

0.75 0.75 0.61

0.61 0.64 0.36

smoy (9)

AKoeanddy

summnjo)) (p)

Fig. 6: Accuracy of counting rows (c) vs. columns (d) (here, analyzed separately) when
the grids are empty (&) vs. contain text (b). VLMs (especially, ¢ and &) generally count
much more accurately when grids contain text vs. empty grids (b vs. a). Interestingly,
columns are also easier for VLMs to count than rows (d vs. ¢).

Interestingly, VLMSs are better at counting columns than rows—
70.53% vs. 60.83% accuracy (Fig. 6¢ vs. d). However, these numbers are still far
from 100% showing that VLMs currently cannot count neither rows or columns
in a table reliably. See 7?77 for more results.

4.6 VLMs struggle to count single-colored paths

This path-counting task tests a VLM’s ability in recognizing a path of a unique
color and trace it from a given starting station to the destination, an important
task in reading maps and graphs in general [26].

Experiment From a subway map (Sec. 3.7), we randomly sample 2 connected
stations and prompt every model to count the single-colored paths that connect
them. We extract numbers from VLM templated responses and compare them
with the groundtruth.

Results Overall, VLMs perform poorly at a mean accuracy of 48.90% (Tab. 1h).
Even when there is only one path between two stations, no models can reach
100% accuracy (the best is Sonnet-3.5 at 93.33% and the worst is 20%; 77).
VLM predicted counts are often off by 1 to 3 paths (??). VLM accuracy re-
duces substantially, e.g., Sonnet-3.5 from 93.33% to 58.33% and 22.91% as the
complexity of the maps increases from 1, 2 to 3 paths, respectively (??). More
samples of VLM responses are in Fig. 1 and 77.
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5 Related Work

Benchmarking VLM vision understanding College-level topics [47], charts
[26], documents [27] or videos [46] are among the common benchmarks for as-
sessing VLM vision understanding (2, 4, 32, 35| and are witnessing VLMs’ re-
cent rapid progress—e.g., Sonnet-3.5 is reaching 95.2% on DocVQA, 90.8%
on ChartQA, and 94.7% on AI2D [2]. However, most of vision benchmarks at-
tempt to evaluate VLMs on real-world, topic-specific data that require extensive
prior knowledge [6,17,41], which has a “data leakage” problem, i.e., VLMs many
times can answer accurately without even the input image [6]. Furthermore, most
benchmarks test VLMs on the data that humans have to deal with to provide
a high-level sense of the human-machine intelligence gap [22,45]. In contrast,
our BlindTest benchmark differs significantly from prior benchmarks because
it is (1) extremely easy to humans and can be solved by a 5-year-old
(unlike [26,27,47]); (2) the first low-level, visual sanity check for VLMs; (3) re-
quiring minimal to zero prior knowledge; (4) requiring minimal commonsense or
complex reasoning (unlike [8,48])—i.e., a strong language model is of lit-
tle use here when it is non-natural for humans to describe BlindTest
images in language.

The ARC benchmark [8,30] also contains abstract images made up of simple
shapes; however, it challenges VLMs to understand and reason based on those
patterns. That is, ARC assumes VLMs can identify the abstract shapes in order
to reason. In contrast, our BlindTest directly evaluates VLM capabilities in
recognizing these primitive shapes.

Improving VLM vision capabilities Most recent recipes for improving
SOTA VLMs involve finetuning a pretrained LLM coupled with vision encoders
to solve high-level vision tasks [20]. Such late-fusion approaches fuse visual rep-
resentations learned from the tokenized image with a powerful thinking brain
[18, 19, 28]. However, current vision approaches for VLMs are facing challenges
as models sometimes are “blind”—unable to see natural objects exist in a real
photo [40]. In contrast, we are showing VLMs are visually impaired at low-level
abstract images, e.g., inability to count 6 overlapping circles or 3 nested squares.

Our circled-letter task (Sec. 3.3) is inspired by VLM abilities in recognizing
content inside a red circle over real objects in natural images [36,43,44]. In
contrast, we show that VLMs can fail at a low-level, optical character recognition
as opposed to recognizing real objects. To the best of our knowledge, no prior
attempts have been made to address the exact limitations raised in our paper: (1)
identifying and counting simple lines, shapes and geometric primitives when they
interact (Sec. 4.1 to Sec. 4.5); (2) following colored paths (Sec. 4.6). Solving these
limitations may be the foundation for VLMs to progress on some existing vision
benchmarks on graphs, e.g., [15], visual math [23] and some existing blind-spots
in natural images (e.g., understanding the direction an object is facing [40]).

30



14 Rahmanzadehgervi, Bolton, Taesiri, Nguyen.

6 Discussion and Conclusion

We propose BlindTest, a benchmark of seven novel low-level visual tasks for
testing VLM ability to “see” simple geometric primitives (such as line, circles,
squares, intersections) that are the basic building blocks for many image tasks.
The tasks are designed from scratch and require minimal to zero knowledge. As
the tasks did not exist on the Internet before and require minimal world knowl-
edge, there is minimal chance that VLMs can solve BlindTest by memorization
or by not using the input image—an issue in some prior benchmarks [6, 11].

Furthermore, we also test common prompting techniques (??) including 2-
shot, chain-of-thought [42], and meta-prompting [29] but do not obtain better
accuracy, which (1) suggests that VLMs understand BlindTest questions and
(2) confirms that these visual tasks do not benefit from thinking aloud [42].

The poor performance of VLMs on BlindTest suggests that models will
perform poorly on the real-world visual tasks that require them to follow arrow
directions or paths, (e.g., reading subway maps in ??, street maps or directed
graphs in ?7), perceive lines and intersections (e.g., reading music sheets; ?7),
identify and counts objects in a crowded scene.
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