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Abstract. Enabling engagement of manga by visually impaired individ-
uals presents a significant challenge due to its inherently visual nature.
With the goal of fostering accessibility, this paper aims to generate a
dialogue transcript of a complete manga chapter, entirely automatically,
with a particular emphasis on ensuring narrative consistency. This en-
tails identifying (i) what is being said, i.e., detecting the texts on each
page and classifying them into essential vs non-essential, and (ii) who is
saying it, i.e., attributing each dialogue to its speaker, while ensuring the
same characters are named consistently throughout the chapter.

To this end, we introduce: (i) Magiv2, a model that is capable of gen-
erating high-quality chapter-wide manga transcripts with named char-
acters and significantly higher precision in speaker diarisation over prior
works; (ii) an extension of the PopManga evaluation dataset, which now
includes annotations for speech-bubble tail boxes, associations of text to
corresponding tails, classifications of text as essential or non-essential,
and the identity for each character box; and (iii) a new character bank
dataset, which comprises over 11K characters from 76 manga series, fea-
turing 11.5K exemplar character images in total, as well as a list of chap-
ters in which they appear. The code, trained model, and both datasets
can be found at: https://github.com/ragavsachdeva/magi

1 Introduction

Manga, a Japanese form of comic art, is celebrated globally for its rich narratives
and distinctive graphical style. It engages millions of readers through its com-
pelling visuals and complex character development. However, this visually de-
pendent medium poses significant accessibility challenges for people with visual
impairments (PVI). Recent advances in computer vision and machine learning
present an opportunity to bridge this gap.

Despite the potential, there has been limited research in the field of improv-
ing manga accessibility for visually impaired readers. Our previous work [44]
addressed the problem of automatically generating transcriptions for manga im-
ages. The contributions include the development of Magi, a model capable of
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2 Sachdeva et al.

<Toba Nadeshiko>: wow.
<Toba Nadeshiko>: He's really good.

<1>: wow.
<1>: Yonex Open Japan
<1>: He's really good.

<Toba Nadeshiko>: I think I've seen
him some- where

<Toba Yamato>: Hey!

<Toba Yamato>: Aren't we going to
play?

<Toba Nadeshiko>: MM-HM

<Toba Nadeshiko>: We'll start of f
with clears.

<Toba Nadeshiko>: What are clears?

- single Page

- Numerical labels instead of
character names

- Lower precision for speaker
diarisation

- Multi-Page

- Principal characters are named
consistently across pages

- Higher precision for speaker
diarisation

Fig. 1: (Left) Magi [44] generates a page-level transcript, with non-essential texts
and without character names. (Right) Magiv2 (ours) generates chapter-wide
transcripts with principal characters consistently named across pages, higher
precision for speaker diarisation and only dialogue-essential texts. Manga Pages:
(©Saki Kaori

processing a high-resolution manga page to detect characters, texts, and pan-
els, as well as predict character clusters and associate dialogues to their respec-
tive speakers. Additionally, it introduced two new datasets, Mangadex-1.5M and
PopManga, for training and evaluation purposes.

While the Magi model represents a promising initial step, it remains far
from being practically usable due to several critical limitations. First, a major
shortcoming is its failure to incorporate character names within the generated
transcripts, instead denoting different characters with numerical labels such as 1,
2, 3, etc. As the transcripts are generated on a page-by-page basis, this approach
inevitably leads to inconsistent character numbering across different pages. To
improve the readability, it is essential to generate chapter-wide transcripts with
consistent character names, since numerical labels are non-intuitive and make
the transcripts difficult to follow. Second, Magi struggles to reliably associate
text with the appropriate speaker, often attributing dialogues to the wrong
characters. This misattribution disrupts the flow of conversation, leading to a
disjointed and confusing narrative. Improving the association of text with the
correct speaker is crucial to maintain the coherence of the dialogue and pre-
vent reader confusion. Third, it is inept at distinguishing between essential and
non-essential texts for the dialogue. Non-essential text, such as scene descrip-
tions (e.g., street signs, graffiti, product labels) and sound effects (e.g., “Thud,”
“Whoosh”), should not be attributed to any character and, if improperly included
as dialogues in the transcript, can disrupt the narrative flow.

To address these three limitations, we propose Magiv2, a robust and en-
hanced model capable of generating chapter-wide manga transcripts with con-
sistent character names. fig. 1 shows the comparison of our model with Magi [44].
Our approach is built upon several key insights. First, recognising the challenges
of character naming in manga transcripts—both providing names and ensuring
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their consistency—Magiv2 leverages a character bank featuring names and im-
ages of principal characters and utilises a training-free, constraint optimisation
method to consistently name all characters across the entire chapter, signifi-
cantly outperforming traditional clustering-based methods. Second, we note that
speech-bubble tails are crucial visual cues, intended by manga artists to indi-
cate who is speaking. By making our model tail-aware, we significantly enhance
text-to-speaker association performance. Third, we observe that distinguishing
between essential and non-essential texts can largely be accomplished visually
due to differences in font styles and the placement of texts. We leverage this
prior and introduce a lightweight text-classification head on top of our visual
backbone that can effectively differentiate dialogues from non-dialogue texts.

In summary, we make the following contributions: (i) We introduce a state-of-
the-art model, Magiv2, capable of generating comprehensive manga transcripts
across entire chapters, complete with character names and enhanced speaker
associations. (ii) We extend the PopManga evaluation dataset by incorporating
annotations for character names, speech bubble tails, text-to-tail associations,
and text classification. This dataset is used to evaluate the performance of the
new capabilities of Magiv2, such as character recognition. (iii) We release a new,
meticulously curated character bank dataset for 76 manga series, encompassing
more than 11K principal characters, with 11.5K exemplar character images in
total. Additionally, this dataset includes detailed metadata such as the series
names and specific chapters where each character appears.

With these contributions, over 10,000 published manga chapters (from se-
ries in PopManga) can now be transcribed directly using our model, with the
potential for more as the character bank dataset grows.

2 Related Work

Comic understanding. Using computer vision to analyse and understand comic
books has been extensively explored. Several datasets have been contributed to
facilitate this research including Mangal09 [1,3,22], DCM [33], eBDtheque [10],
PopManga [44] etc. There are several existing works that propose solutions for
panel detection [12,34-36, 41, 44, 50|, text/speech balloon detection (3,34, 35,
37,44], depth-estimation [5], character detection [16,17,35,44,48|, character re-
identification, [38,44, 46,49, 52|, speaker identification, [41,44], captioning [39],
and transcript generation [44].

Person identification using a character bank. Identifying and naming people in
images or videos has been a long studied research problem. Often times this
either requires complex reasoning, e.g. inferring the name of a person based on
how other people address them, or prior context and memory, e.g. a person may
have been introduced previously and this information needs to be remembered.
Given the complexity of this task, a common approach is to rely on an external
character bank which can be used for matching query character images with a
gallery [4,6,14,15,24,32,51].
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1. Detection and Association 2. Chapter-Wide Character Naming '—— 3. Transcript Generation

Character Bark

Fig.2: Inference pipeline. Given a manga chapter, along with a character
bank: (1) each page is processed independently to detect various elements and
their relationships, such as character and text boxes, and their association. Next,
(2) using the character bank, names are assigned to detected character crops
across all pages using a constraint optimisation approach. Finally, (3) the tran-
script is generated by performing OCR, ordering all the texts and removing
non-essential texts. Manga Pages: (©)Takuji.

Comic Accessibility for PVI users. Several efforts have been made to understand
the challenges faced by PVI when accessing comics [20, 40, 45] and solutions
have been proposed in the form of tactile books [31], textured images [8], audio-
books [47] etc. Recent works have also explored the use of computer vision and
machine learning to automatically caption simple comic strips [39] and generate
dialogue transcripts of more complex ones [44].

We compare with prior works that are available publicly.

3 Overview of the Chapter-Wide Inference

Given a manga chapter, our goal is to generate a transcript of all pages while
ensuring narrative consistency. However, processing all pages simultaneously to
generate a dialogue transcript in a single forward pass is computationally pro-
hibitive (a typical manga chapter comprises 15 to 30 pages), necessitating a
segmented approach. To mitigate the computational burden and efficiently gen-
erate a chapter-wide transcript with accurate speaker attribution, we employ the
following three-step process. The complete inference pipeline is shown in fig. 2.

1. Detection and Association. The initial step involves processing each manga
page independently, framed as a graph generation problem. This step is sim-
ilar to [44], but with modifications to incorporate additional elements. In our
graph, ‘nodes” represent bounding boxes of detected characters, texts, panels,
and notably, speech bubble tails. The “edges” represent pairwise relationships be-
tween character-character, text-character, and text-tail. More details regarding
the architecture and training strategy are described in section 4.

2. Chapter-Wide Character Naming. Given the crops of detected characters from

all pages of a manga chapter, along with a character bank comprising images and
names of principal characters, the goal is to assign each character crop to the
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Node Prediction Edge Prediction

Char-Char
+

Transformer Text-Char

Text-Tail

Fig. 3: Simplified Detection and Association Architecture. The input to
the model is an RGB image of a manga page. The transformer decoder outputs
several feature vectors which are used to predict bounding boxes for characters,
texts, panels and tails (“nodes”). These features are further processed in pairs to
predict character-character, text-character and text-tail associations (“edges”).

correct principal character in the character bank, if one exists, otherwise assign
it to the “other” class. This step simultaneously allows naming of speakers in
the final transcripts, and consistent character identification across pages, if the
assignments are correct. We formulate this as a constraint optimisation approach
and provide more details in section 5.

8. Transcript Generation. Finally, the gathered information is compiled to gen-
erate the chapter-wide transcript. This is a four step process: First, the detected
text boxes are filtered such that the texts that are classified as non-essential are
removed; Second, the remaining text boxes are organised in their reading order
(by first sorting the pages, then sorting panels on each page [44] and finally sort-
ing texts within each panel [13]); Third, Optical Character Recognition (OCR) is
used to extract texts from the manga pages; Finally, the transcript is generated
by utilising the text-character associations predicted in section 4 and character
names predicted in section 5. We provide more details in supp. mat.

4 Detection and Association

Given a manga page, the objective of this section is to detect the various com-
ponents that constitute a manga page—particularly the panels, characters, text
blocks and tails (i.e., localise where they are on the page), and also to associate
them: character-character association (i.e., character clustering), text-character
association (i.e., speaker diarisation), and text-tail association. We cast this as
generating a graph, as described in step 1 of the inference process of section 3.
The model architecture for this detection and association is illustrated in fig. 3.

Briefly, the model ingests a high resolution manga page as input, which is
first processed by a CNN backbone, followed by a transformer encoder-decoder
resulting in N object feature vectors. These feature vectors are processed by
the detection head to regress a bounding box and classify it into character,
text, panel, tail or background. This completes the nodes part of the graph.
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To generate text-character edges, the features corresponding to detected text
boxes and character boxes are processed in pairs by a speaker association head
to make a binary prediction (whether the edge exists or not). Similarly, a tail
association head processes pairs of text and tail feature vectors resulting in
text-tail edges. Character-character edges are obtained by processing pairs of
detected character feature vectors along with their respective crop embedding
feature vectors (obtained by a separate crop embedding module). Finally, the
feature vectors corresponding to detected texts are processed by a linear layer to
classify them into essential vs non-essential. Further details regarding the model
architecture and implementation are provided in section 4.2.

4.1 Semi-Supervised Training

A significant challenge in training the graph generation model is the quality and
completeness of the training data. We utilise two datasets: (i) Mangadex-1.5M,
which is unlabelled, and (ii) PopManga (Dev), which is partially labelled!.

To address the challenge of partially annotated training data, we approach
the training of our graph generation model through semi-supervised learning.
We begin by curating a small subset of the PopManga (Dev) set, and endow
it with both tail-related annotations and text classification labels. Additionally,
we extract partial labels for the Mangadex-1.5M dataset using Magi [44], which
of course lack tail-related and text classification annotations. Given this combi-
nation of data—small subset with complete annotations and larger subsets with
partial pseudo-annotations—we adopt the following training strategy.

Initially, we warm up our model by training it on the large-scale partially-
labeled pseudo-annotations. We then fine-tune this model on the smaller, fully
annotated dataset. Subsequently, this model is used to mine complete, but pos-
sibly noisy, annotations for the large-scale data. We then re-train our model
from scratch on this newly annotated large-scale data, which remains pseudo-
annotated but now more comprehensively annotated, followed by additional fine-
tuning on the small, completely annotated data. This cycle is repeated multiple
times to refine our model. Detailed training recipe is provided in the supp. mat.

This training approach ensures robust detection and association capabilities
despite the incomplete initial annotations. This style of training paradigm is
common in noisy label learning literature, where training the model on noisy
but large scale data (in our case pseudo-annotations), followed by fine-tuning
on clean data, and then re-mining the pseudo-annotations, results in improved
training data, which in turn can be used to train a better model [2,7,21,42,
43]. A crucial aspect of this methodology is the re-training of the model from
scratch after each round of mining pseudo-annotations, which is essential to avoid
confirmation bias and prevent the model from overfitting on its own predictions.

L All pages contain character boxes, text boxes, and character clusters, but only
a subset of pages include text-to-character associations. Furthermore, none of the

pages have annotations for speech bubble tails or labels for text classification.
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4.2 Implementation

The graph generation model architecture consists of a ResNet50 [11] back-
bone, followed by an encoder-decoder transformer with 6 layers each, hidden
dimension of 256, 8 attention heads and conditional cross-attention [30]. The
crop-embedding module is an encoder-only transformer with 12 layers, hidden
dimension of 768, and 12 attention heads. The text-character, text-tail and
character-character edge prediction heads are all 3-layered MLPs, and the text-
classification head is a simple linear layer. Our training objective for box pre-
diction is the same as in [30]. We further apply Binary Cross Entropy loss to
the outputs of our edge-prediction as well as text-classification heads. Addi-
tionally, we apply Supervised Contrastive Loss [18] to the per-page embeddings
from the crop-embedding module. We trained our mode, on 2xA40 GPUs using
AdamW [28] optimiser with both learning rate and weight decay of 0.0001, and
batch size of 16.

5 Chapter-Wide Character Naming

The objective in this section to assign each detected character crop in the chapter
to one of the characters in the character bank (introduced in section 6), unless
they are “other”. This is the second, chapter-wide, step of the inference process.
The question is, how to optimise this assignment objective? Naively, this can
be accomplished greedily by computing the similarity of each crop with each
character in the character bank and taking the argmax. However, we can do
better, by leveraging additional constraints (must-link and cannot-link) from
per-page associations. Specifically, the graph computed in section 4, provides
us with character-character edges which can be transformed into must-link con-
straints, i.e. these crops are of the same characters and must be assigned the
same identity, and cannot-link constraints, i.e. these crops are of different char-
acters and must be assigned to different identities. These per-page must-link and
cannot-link constraints provide a stronger signal than simple crop-based simi-
larity as they factor in surrounding visual cues, e.g. two characters in the same
panel are likely to be different characters, regardless of the visual similarity. This
assignment problem can be formulated as a Mixed Integer Linear Programming
problem, for which there are several existing solvers e.g. COIN-OR Branch and
Cut Solver (CBC) [9,29].
Problem Definition. Formally, suppose there are n character crops in a particular
chapter and k characters in the character bank. Additionally, suppose that we
have a set of must-link constraints M, representing pairs of crops that must be
assigned to the same character, and a set of cannot-link constraints C, represent-
ing pairs of crops that must not be assigned to the same character. We further
define a (k+1)th character, which is a dummy character to capture “other” when
the crop is of a character that is not in the character bank.
Variable. Let x;; be a binary variable that equals 1 if character crop i is assigned
to character j in the character bank, and 0 otherwise.

2059



8 Sachdeva et al.

Objective Function. The objective is to compute the optimal assignment of crops
to characters in the character bank, i.e. computing x;;, which is achieved by

n k+1 0 1fj o 41
min d;;ix;i, Wwhere d;; = o ) 1
v ;; R Y {Hei —e;| otherwise (1)

and e;, e; are embeddings for crop ¢ and character j, respectively, and 7 is a
fixed outlier-threshold hyperparameter (in practice, n = 0.75).
Constraints. The objective function above is minimised subject to the following

constraints:
k+1

domiy=1, Vie{l,....n} (2)
j=1

Loy,j Ly, j :Oa V(’UJ,U) GMv v] € {153k+1} (3)
Ty, + Ty <1, V(uv)el, Vje{l,... k} (4)

where eq. (2) ensures that each crop is assigned to exactly one charac-
ter, eq. (3) enforces the must-link constraints, and eq. (4) enforces the cannot-link
constraints.

Note that in eq. (4), j # k + 1. This is because there may be two different
characters (hence must not be linked) that are not in the character bank (hence
must be linked to “other”). In other words, a cannot link constraint between crops
u, v is applied such that these crops must not be assigned to the same character,
unless they are assigned to “other” i.e. (k + 1)th character.

In section 7, we compare the proposed constraint optimisation approach with
traditional clustering based approaches and demonstrate that our method sig-
nificantly outperforms the baselines.

6 Datasets: PopCharacters and PopManga-X

The recently introduced PopManga [44] dataset provides annotations for char-
acter boxes, text boxes, per-page character clusters and speaker associations. It
is divided into three splits: Dev, Test-S and Test-U, with around 2000 images
of manga pages in Test, and S & U meaning that other chapters from the series
are Seen or Unseen during training.

In this section we detail two data related contributions: (a) We compile a
character bank of principal manga characters in PopManga. Please see fig. 4 for
some examples and dataset statistics; (b) We extend the annotations of the Pop-
Manga test set to facilitate the evaluation of the new Magiv2 model capabilities,
such as character labelling. Please see fig. 5 for an overview of the extended test
dataset along with statistics on various types of available annotations.

PopCharacters. We introduce a new character bank dataset, called PopChar-
acters, comprising principal characters? in PopManga. For each principal char-

2 We define principal characters as those who play crucial roles in the main story of a
series. Please refer to the supplementary material for more details.
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—1 Illustration [

Aoba Yamamoto, AkkeraKanjinchou Hamuru Kinsuki, Akuhamu Shinichiro Morisaki, Arisa Lucy, ARMS
Appears in chapters: 1, 2,3 ... Appears in chapters: 1,2, 3 . Appears in chapters: 1, 2,3 ..

11K+ characters across 76 popular manga series

Imm.
Fig. 4: PopCharacters—the proposed character bank dataset. (Top) We
illustrate the type of data available in PopCharacters using four different char-
acter from Mangal09 [1], including their name (in red), followed by the name
of the series and the list of chapters they appear in. (Bottom) We display
histograms showing the number of characters (left), the number of frequently
occurring characters with additional exemplar images (middle), and the average

number of exemplars per frequently occurring character (right) in each series for
PopCharacters.

- ‘ Nomber
|‘l"|||||||||||IIIIIII|||||||

acter in PopCharacters, we provide (i) the character’s name, (ii) a set of web-
scraped thumbnail images of the character, and (iii) the series it belongs and a
list of manga chapters the character appears in. Additionally, for a subset of the
characters in PopCharacters, which appear far more frequently than others, we
also provide a set of exemplar images queried from within the manga chapters
and verified by human-in-the-loop. The purpose of this dataset is two-fold: (i) it
enables Magiv2 to transcribe hundreds of thousands of manga pages (that are
commercially available), with names for principal characters; and (ii) it provides
a valuable resource for training models on tasks such as character recognition and
character clustering. Further details on the dataset curation process is provided
in the supp. mat.

PopManga-X. In the PopManga test splits (i.e., Test-S and Test-U), we pro-
vide new annotations for speech-bubble tail bounding boxes, associations of text
boxes to tail boxes, and text categories (essential vs non-essential), providing
the test-bed for tail-related predictions and text classification (see fig. 5). More-
over, we label each character box in the test splits with the name of the character
(consistent with PopCharacters), thereby offering global character clusters across
the series and permitting the evaluation of chapter-wide character cluster pre-
dictions. To differentiate this extended dataset with more types of annotations
from the original, we call this PopManga-X (more in supp. mat.).
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PopManga PopManga-X

» Tail boxes

“Z52> Character boxes

= Character Names
-

Text classification

== Text - Character
- Associations

[ Per-Poge character S Text - Tail

Associations

'| Stats

65% 35%
Principal Characters Non-Principal Characters N =
A 2
I— 5‘% 3
s o T IR =,
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o fas? N - TRy ‘ 2

N\
18k+ character boxes 7k+ tail boxes 20k+ text boxes

Fig.5: PopManga-X. (Top-Left) Ground-truth annotations in PopManga.
(Top-Right) Ground-truth annotations added to test splits of PopManga,
now referred to as PopManga-X. (Bottom) Statistics on various elements of
PopManga-X test splits. Manga images are from MeteoSan (C)Takuji and only
for illustration purposes.

7 Results

To achieve high-quality chapter-wide manga transcriptions, we identify three
core tasks in section 3: (i) per-page detection and association, (ii) chapter-wide
character naming, and (iii) transcript generation. In the following, we report our
model’s performance on the first two tasks and note that their quality directly
determines the quality of the third. In other words, to evaluate the quality of
the generated transcript, it is enough to evaluate the first two tasks only, as they
reflect the correctness of the transcript. Qualitative results are shown in fig. 6.

7.1 Detection and Association/Graph Generation

Given a single manga page as input, here we evaluate the performance of the
graph generation model in terms of (i) predicting panels, texts, characters, and
tails, (ii) predicting text-character edges, text-tail edges, character-character
edges, and (iii) classifying predicted texts into essential vs non-essential

Nodes: To measure the quality of predicted “nodes” i.e. predicted bounding
boxes, we use the standard object detection evaluation measures. In table 1,
we report the results for the average precision metric [23] for detecting char-
acter boxes, text boxes, tail boxes and panel boxes. We compare our results
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—— Detection and Association

DualJustice, Takeyama Yusuke LoveHina, Akamatsu Ken PrismHeart, Asatsku Mai HanzaiKousyouninMinegishiE tarou, Ki Takashi

— Character Naming

Character Bank Character Bank

YamatoNoHane, Saki Kaori HisokaReturns, Yagami Ken

——| Transcripts Ir

et oriso's boneroom techer: S Lo — .~ - <Umeko Sakuragi>: .. won't you blame me for
risokd is?
S e s e e oo oichi Hiirag: THE-...this has nothing fo do
in charge, you dsgroce me with your fruancyl ) with you right?
<studert counci presidents You had better beg for <Koichi Hiiragi: She being here before you
forgiveness from me and the rest of the studert counsell came
e e bock gatel Shin'Tehiro Morrisald i entering <Koichi Hiiragi: And if it weren't for you,
Morisaki's homeroa teac % she'd start wreaking havoc in the city until T
amirg from the back showed up, wouldn't she>
Fomeroom techer T et you <Koichi Hiiragi: T can't possibly let the city be
o < 7, destroyed because of me
‘made it ,/ <Other>: I
san, we wauldn't have to do this
till noven't slept enought? f
What? I
Emgeingback tobed iF
Go tomy class for me, Kotom «unsure>: SFX: Boom
<Umeko Sakuragi>: Koui Chi- KUN?!

<unsure>: Phew
<Umeko Sakuragi>: HAA.
<Umeko Sakuragi>: Kovichi- Kun s.

ber...
« Tt was about this time she lef .
<Shinichiro Morisaki> that strange girlwith the cat ears.
T wonder where she is now

<Shinichiro Morisaki>: She gave me instructiors fo her new
! | house, but T coudn't follow them.

Arisa, Yagami Ken PsychoStaff, Mizukami Satoshi

Fig.6: Qualitative Predictions. (Top) We show the predictions from our
graph generation model—panels (in green), character (in blue), texts classified
as essential (in red), and speech bubble tails (in purple). The text-character edges
(dashed red lines), text-tail edges (dashed purple lines) and character-character
edges (unique colour for each connected component) are also shown. (Middle)
We show the prediction for character names across multiple pages of two different
manga series, demonstrating character naming consistency. (Bottom) We show
the final, generated, multi-page transcripts using our method.
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against, Magi [44], DASS [48] and zero-shot results from GroundingDino [26],
on PopManga-X and Mangal09 [1].

Edges: Our model is trained to predict three different kinds of edges: (i) character-
character, (ii) text-character and, (iii) text-tail. To evaluate the character-character
edges, we treat it as a per-page clustering problem and report the same metrics
as [44], namely AMI, NMI, P@1, R-P, MRR and MAP@R, on PopManga-X and
Mangal09 [1], in table 3. For text-character and text-tail edges, we treat it as a
binary classification problem (whether the predicted edge is correct or not) and
report the average precision metric on PopManga-X in table 2. We compare our
results against [44].

Table 1: Detection Results. We report the average precision results, which
have an upper bound of 1.0.

PopManga-X (Test-S) PopManga-X (Test-U) Mangal09
method Char Text Tail Char Text Tail Body Panel
DASS [48] 0.8410 - - 0.8580 - - 0.9251 -
Grounding-DINO [26] | 0.7250 | 0.7922 - 0.7420 | 0.8301 - 0.7985 | 0.5131
Magi [44] 0.8485 0.9227 - 0.8615 0.9208 - 0.9015 0.9357
Magiv2 (Ours) 0.8544 | 0.9372 | 0.8766 | 0.8720 | 0.9353 | 0.8737 | 0.9046 | 0.9405

Text Classification: Finally, we evaluate the performance of our model on
categorising the detected texts into essential vs non-essential. In this work, we
classify a text as essential, if it is a spoken dialogue, interjection or an internal
thought by a character, or context added by the narrator. Everything else is
non-essential e.g. sound-effects, editorial footnotes, scene-texts etc. We report
the average precision results on PopManga-X in table 2. We use the confidence
scores from Magi [44] as a baseline.

Discussion. When compared with prior works, our model achieves (i) better
per-page character clustering results, particularly in the crop-only setting, which
we attribute to the semi-supervised learning training scheme, where mining bet-
ter pseudo labels in turn improves the model’s performance; (ii) significant im-
provement in speaker diarisation (i.e. text-character matching) results, which is
largely attributed to the introduction of speech-bubble tails; (iii) comparable
bounding box detection results. Furthermore, our work unlocks new function-
ality, not supported by prior works, including (i) detecting tail boxes, text-tail
associations, and (ii) text classification into essential vs non-essential, which can
be used to improve the quality of the generated transcripts.

Table 2: Text-Related Results. We report the average precision results, which
have an upper bound of 1.0.

Text - Character Association Text - Tail Association Text Classification
method PopManga-X (Test-S) | PopManga-X (Test-U) | PopManga-X (Test-5) | PopManga-X (Test-U) | PopManga-X (Test-S) | PopManga-X (Test-U)
Magi [44] 0.5248 | 0.5632 - | - 0.9617 | 0.9692
Magiv2 (Ours) 0.7499 | 0.7512 0.9838 [ 0.9830 0.9897 [ 0.9914
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Table 3: Per-Page Character Clustering Results. We report results using
several metrics. They all have an upper bound of 1.0.

method AMI NMI MRR MAP@QR pPal R-P
PopManga-X (Test-S)
Magi (crop only) [44] 0.4892 | 0.7178 | 0.9008 0.7840 0.8423 | 0.8008
Magiv2 (crop only) (Ours) | 0.5826 | 0.8120 | 0.9275 | 0.8401 | 0.8831 | 0.8526
Magi [44] 0.6574 | 0.8501 | 0.9312 0.8439 0.8884 | 0.8555
Magiv2 (Ours) 0.6745 | 0.8610 | 0.9431 | 0.8669 | 0.9066 | 0.8770
PopManga-X (Test-U)
Magi (crop only) [44] 0.4862 | 0.7326 | 0.9061 0.7926 0.8477 | 0.8076
Magiv2 (crop only) (Ours) | 0.5711 | 0.8108 | 0.9321 | 0.8491 | 0.8898 | 0.8598
Magi [44] 0.6527 | 0.8503 | 0.9347 0.8557 0.8936 | 0.8656
Magiv2 (Ours) 0.6650 | 0.8579 | 0.9508 | 0.8818 | 0.9202 | 0.8898
Mangal09 (Body)
Magi (crop only) [44] 0.5690 | 0.7694 | 0.9237 0.8259 0.8721 | 0.8389
Magiv2 (crop only) (Ours) | 0.6204 | 0.8152 | 0.9400 | 0.8646 | 0.9002 | 0.8737
Magi [44] 0.6345 | 0.8202 | 0.9383 0.8567 0.8966 | 0.8667
Magiv2 (Ours) 0.6456 | 0.8336 | 0.9514 | 0.8812 | 0.9179 | 0.8895

7.2 Chapter-Wide Character Naming/Character Identification

Here we evaluate the efficacy of our method in forming chapter-wide charac-
ter clusters and evaluate whether the same characters across pages are assigned
the same name. For evaluation, we utilise test splits of PopManga-X where the
input this time is an entire manga chapter. There are 50 chapters in the two
test sets in total. For each chapter, we curate a chapter-specific character bank
from the PopCharacters dataset, comprising principal characters that appear in
this chapter. This chapter-specific character bank consists of names of principal
characters along with exactly 1 exemplar image per character. Furthermore, all
non-principal characters in the chapter, i.e. characters for which we do not have
a name and exemplar image, are grouped into a single “other” category. Given
a manga chapter and chapter-specific character bank, we report the accuracy of
character naming, in table 4.

Naive Baseline. A straightforward solution to the chapter-wide character nam-
ing problem is to formulate it as a clustering problem. Assuming that the number
of characters in the character bank, k, is equal to the number of ground truth
clusters in the chapter (which may not be true in practice), a simple approach is
to compute embeddings for each character crop in the chapter and then cluster
them into k clusters.

We take two approaches to implement clustering based baselines: (i) simple
K-means clustering [27], with k + 1 clusters (an extra cluster for “other” char-
acters, not in the character bank); and (ii) first filter out all “other” characters
using outlier/anomaly detection [25] and then perform simple K-means cluster-
ing with k clusters. Once the clusters have been computed they are assigned to
character names by using Hungarian matching [19] between the embeddings for
cluster centres and exemplar images in the character bank.
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Discussion. Compared to traditional clustering-based methods, our approach
performs significantly better. Clustering methods have two key shortcomings: (i)
visually similar but distinct characters are often grouped into the same cluster,
affecting other cluster assignments since the number of clusters is fixed; (ii)
these methods fail to use spatial cues, such as different characters in the same
panel. Our proposed method is more robust to such shortcomings as evident by
the superior performance. We also observe that using ground truth must-link
and cannot-link constraints for each page, significantly improves the quality of
the results. This finding has a very significant implication—in the future,
it is sufficient to improve the per-page model in order to improve the chapter-
wide results. This is of great value because training a per-page model is much
more tractable. A key limitation of this approach, however, is that it groups
all non-principal characters into a single “other” category. It is not designed to
disambiguate ‘unnamed person 1’ from ‘unnamed person 2’. We leave this as
future work.

Table 4: Character Naming Results. We report the accuracy results, which
have an upper bound of 1.0.

embedding model method notes PopManga-X (Test-S) | PopManga-X (Test-U)
Magi K-means [27] nclusters= k + 1 0.3351 0.3820
Magiv2 K-means [27] nclusters= k + 1 0.3801 0.4223
Magi iForest [25] + K-means [27] nclusters= k 0.4549 0.4646
Magiv2 iForest [25] + K-means [27] nclusters= k 0.5101 0.4942
Magi Constraint Optimisation (Ours) | Predicted per-page constraints 0.6637 0.7058
Magiv2 Constraint Optimisation (Ours) | Predicted per-page constraints 0.7273 0.7530
Magi Constraint Optimisation (Ours) GT per-page constraints 0.7445 0.7975
Magiv2 Constraint Optimisation (Ours) GT per-page constraints 0.7987 0.8526

8 Conclusion

We present a solution for generating chapter-wide manga transcriptions with
consistent character names and clearer narrative, and contribute a new SOTA
model, a training-free constraint optimisation approach to chapter-wide char-
acter naming, and new datasets to facilitate further research and comparisons.
With these contributions it is now possible to transcribe over 10,000 manga chap-
ters that are currently available commercially, complete with character names.
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