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Abstract. The effectiveness of pre-training using large-scale natural im-
age datasets has been demonstrated for situations in which there are
limited available real images. However, some research has shown that
models pre-trained using natural images cannot achieve sufficient per-
formance on non-natural images taken under special circumstances or
with special measurement devices. Although more general pre-training
methods that use synthetic images such as random pattern images or
noise images are a promising approach for such cases, their effectiveness
depends on downstream tasks. To deal with this problem, we propose
a contrastive learning framework using synthetic images generated from
real images of downstream tasks to directly learn feature representations
suitable for downstream tasks of non-natural images. Image classification
experiments are performed on five non-natural image datasets mimicking
real-world application with little available data, and these demonstrate
that the proposed method achieves higher average classification accuracy
compared with pre-training using ImageNet-1k or existing synthetic im-
ages with an improvement of over 6.5 points.

Keywords: Synthetic images · Contrastive learning · Non-natural im-
ages

1 Introduction

Although deep learning is widely used for various classification tasks, most re-
search has used only well-organized public datasets that contain pairs of data
and labels. However, such an ideal dataset is not available in most real-world
applications owing to annotation costs. For this reason, unsupervised learning1

(e.g . contrastive learning, self-supervised learning) [5,9–14,21–23,28,42] in which
models are trained using a large number of unlabeled images is becoming a com-
mon approach for pre-training.

However, since there is a lack of data in the early stages of system operation
with deep learning algorithms, it is not easy to prepare large quantities of even
unlabeled images. In such cases, it might not be possible to achieve the full
potential of unsupervised learning, which requires a large number of unlabeled
images.
1 Self-supervised learning and contrastive learning are form of unsupervised learning. Their dis-

tinction is informal in the existing literature. In this paper, we use the more classical term of
“unsupervised learning”, in the sense of “not supervised by human-annotated labels”.

This ACCV 2024 paper, provided here by the Computer Vision Foundation, is the author-created version.
The content of this paper is identical to the content of the officially published ACCV 2024

LNCS version of the paper as available on SpringerLink: https://link.springer.com/conference/accv
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Fig. 1: Conceptual comparison of conventional contrastive learning and proposed
method. fCL is data augmentation for generating paired images for contrastive learn-
ing, fS is an image generator for generating synthetic images.

Although pre-training using large-scale public datasets of natural images (e.g .
ImageNet) is a common approach for scenarios in which data are limited, a previ-
ous study [7] showed that models pre-trained using natural images cannot achieve
sufficient performance on non-natural images captured in special environments
or by special measurement devices in real-world applications.

Several recent studies have proposed another approach that does not need
real images by employing a novel pre-training scheme that uses synthetic images
such as random pattern images or noise images to learn more general feature rep-
resentations. Their effectiveness has been demonstrated on various downstream
tasks such as image classification [6,7,26,27,36,37], semantic segmentation [35],
and image denoising [1, 2].

While pre-training using synthetic images achieve high performance on nat-
ural images regardless of the target dataset, Baradad et al . [7] showed that pre-
training using synthetic images sometimes underperform in cases without pre-
training, depending on the combination of synthetic images and target dataset.

Based on this fact we assume that, unlike natural images, non-natural images
have characteristics unique to the individual image depending on the measure-
ment environment and measurement device. This hypothesis implies that it is
unrealistic to design universal synthetic images suitable for pre-training of every
non-natural image. In this paper, we propose more specialized synthetic images
generated from real images of downstream tasks in order to directly learn fea-
ture representations suitable for non-natural images of individual downstream
tasks (Fig. 1 (b)) and present an application example to contrastive learning
framework by following recent studies [6, 7] that investigated pre-training using
synthetic images on image classification tasks. Although the generation of images
based on real images may appear similar to well-known data augmentation, we
emphasize that the concept of the proposed image generator (fS in Fig. 1 (b))
differs from data augmentation in that the data augmentation commonly used
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for image generation is not suitable for data augmentation in contrastive learn-
ing (fCL in Fig. 1 (a)) and causes the contrastive learning scheme to collapse. To
avoid this, we propose using patch-based transformations as an image genera-
tor (fS) by utilizing the property that convolutional neural networks (CNNs) are
known to learn object features based on local structures. Our main contributions
are as follows:

● We introduce the new concept of using a more specialized pre-trained model
trained with synthetic images tailored for individual non-natural images,
unlike previous studies that have aimed at building a universal pre-trained
model.

● We empirically show the existence of key factor for the success of pre-training
using synthetic images other than diversity of synthetic images (Hypothe-
ses 1 and 2 in Section 3.1).

● We propose a synthetic image generation process from real images (simple,
yet different from well-known data augmentation) that satisfies the afore-
mentioned key factors while considering compatibility with CNNs and con-
trastive learning (Section 3.2, and see Fig. 3).

● We perform experiments of image classification task on five non-natural im-
age datasets mimicking real-world applications with little available data and
demonstrate that the proposed method achieves higher average classification
accuracy compared with pre-training using ImageNet-1k or existing synthetic
images, with an improvement of over 6.5 points (see Table 2).

2 Related Work

2.1 Unsupervised Learning

Several studies have demonstrated the effectiveness of unsupervised learning
that pre-trains feature extractors based on large amounts of unlabeled data.
In particular, contrastive learning that trains a feature extractor based on the
similarity of a pair of input images achieves higher performance regardless of the
downstream task compared with self-supervised learning using a pseudo task
(pretext task) [19,31] different from the downstream task.

Recently, MoCo v1 [23] and v2 [12], SimCLR [11], BYOL [21], and SwAV [9]
have used the new paradigm of contrastive learning as shown in Fig. 1 (a) of
preparing image pairs by augmenting a single image to improve the performance
of downstream tasks and training stability. Subsequently, Chen et al . [13] found
the learning mechanism in contrastive learning, and proposed a simplified frame-
work called SimSiam based on MoCo [23] and SwAV [9]. Furthermore, MoCo
v3 [14], DINO [10], and EsViT [28] were proposed as vision transformers. Al-
though these promising results demonstrated the potential of contrastive learn-
ing as a common pre-training method, such methods still have the limitation
of requiring a large number of unlabeled images. More recently, several stud-
ies [5, 22, 42] proposed masked image modeling (MIM), a new unsupervised ap-
proach different from contrastive learning inspired by masked language modeling
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(a) feature-vis dead-leaves (b) stylegan-oriented (c) shaders21k-6mixup

Fig. 2: Examples of existing synthetic images for pre-training that achieved high per-
formance in downstream tasks. (a) Using feature visualization of a classifier pre-trained
with dead-leaves images (a kind of synthetic images) [7]. (b) Using untrained Style-
GANv2 initialized to output oriented structures [7]. (c) Using OpenGL based on short
code snippets curated from Twitter and Shadertoy [6].

(MLM) [15, 32]. However, a comprehensive study about data scaling by Xie et
al . [43] showed MIM requires at least 20% of ImageNet-1k images (26,000 im-
ages) to avoid overfitting phenomenon on ImageNet-1k image classification task,
even smaller models.

Although using data augmentation to increase the number of input images
from a small number of available unlabeled images may appear to be a simple
solution for dealing with this issue, applying the data augmentation that is com-
monly used in supervised learning to the input images of contrastive learning
leads to a collapse of the contrastive learning scheme because the data augmen-
tation of the input images (x in Fig. 1 (a)) causes conflicts with one of the paired
images (x1 and x2 in Fig. 1 (a)). As another pre-training approach, Asano et
al . [3] proposed a data preparation method for unsupervised learning that uti-
lizes a large number of patches extracted from a small number of reference images
as training data. However, its effectiveness has been confirmed only with Rot-
Net [19], BiGAN [16], and DeepCluster [8], which are based on different learning
principles from the aforementioned contrastive learning [9–14,21,23,28]. In addi-
tion, since it is necessary to manually select reference images containing diverse
textures and subjects from external datasets other than the target dataset, this
method cannot be applied in cases in which a suitable external dataset does not
exist for the target dataset.

2.2 Pre-training using Synthetic Images

As a method to obtain a large number of labeled images without human an-
notation, Kataoka et al . [27] proposed a synthetic image dataset (Fractal DB)
consisting of fractal images generated based on mathematical formulas, moti-
vated by the insight that public datasets of natural images include images with
a fractal structure. Their experiment on the natural image recognition task with
CNNs showed that pre-training using Fractal DB achieved performance compa-
rable to that when pre-training using a large-scale public natural image dataset
such as ImageNet, despite not using any real images. In addition, subsequent
studies [26,36] empirically found that object contours in the fractal images play
an important role in training vision transformers and proposed specifically tai-
lored synthetic images consisting of contour components.

Inspired by the concept of Fractal DB [27], Baradad et al . [7] found that
noise captures certain structural properties of real images, and through an in-
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vestigation of a suite of image generation models, they proposed synthetic images
(e.g . Fig. 2 (a), (b)) produced by simple random processes. Their comprehensive
experiments on VTAB benchmark consisting of 19 datasets including some non-
natural image datasets demonstrated that pre-training using their synthetic im-
ages outperforms pre-training using large-scale natural image datasets for some
non-natural image datasets. However, they pointed out the limitation that the
performance saturates despite increasing the number of synthetic images owing
to lack of diversity of synthetic images generated from a random process. To
overcome this limitation, Baradad et al . [6] proposed generating a diverse set of
synthetic images (Fig. 2 (c)) using OpenGL based on short code snippets curated
from Twitter and Shadertoy, and showed that the performance does not saturate
with increasing number of synthetic images. However, Baradad et al . [7] showed
that pre-training using synthetic images sometimes underperforms in cases with-
out pre-training, depending on the combination of synthetic images and target
dataset.

2.3 Simulating Desired Synthetic Images

Several researchers have taken a different perspective and attempted to explicitly
generate synthetic images for pre-training suitable for the downstream task. Tu
et al . [37] proposed optimizing the parameters for generating fractal images [27]
by minimizing mean squared error between generated images and target images
of the downstream tasks, and demonstrated that pre-training using the tailored
fractal images outperforms pre-training using original fractal images. However,
the effectiveness of this approach was confirmed only for low-resolution images
such as three MNIST-related datasets owing to the lack of fine structure in
fractal images during the optimization process and the high computational cost.

Based on similar motivations, Mishra et al . [29] proposed generating synthetic
natural images using an image generation simulator called TDW [17] designed for
the specific downstream task. First, they trained an estimator that outputs the
optimal parameters to feed into TDW to generate synthetic images mimicking
real images in several datasets, and then they generated realistic synthetic images
using TDW by inputting a few of the available images in the target task into the
trained estimator. However, TDW is capable of generating only natural images,
and therefore it cannot be applied to non-natural images.

Recent text-to-image models (e.g . stable diffusion [33]) also have the poten-
tial to generate synthetic images suitable for downstream tasks by inputting a
prompt describing the target images of the downstream tasks. However, since
such text-to-image models are pre-trained using pairs of natural images and cap-
tions (text), it is difficult to generate non-natural images that are not included
in the training data. Even if text-to-image models fine-tuned using non-natural
images are available, it is unrealistic to prepare many prompts because most
non-natural images cannot be described by natural languages, unlike natural
images.

Major limitations of related works applied to non-natural images in real-world
applications including the following:
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● Contrastive learning requires a large number of unlabeled images. Data aug-
mentation of input images does not help owing to conflicts between data
augmentation of the input image and one of the paired images.

● Pre-training using synthetic images shows poor performance depending on
the combination of synthetic images and target dataset. In the worst case,
suitable synthetic images do not exist.

● Generating realistic synthetic images was originally proposed for natural
images. Building a simulator specialized for non-natural images is technically
possible, but requires a large number of unlabeled images (and many prompts
for text-to-image models).

3 Proposed Method

3.1 Concept

Baradad et al . [7] claimed that diversity of synthetic images is a key property for
learning good representations and their comprehensive experiments showed the
existence of a sweet spot for diversity within the synthetic images. In the same
context, we found that one synthetic image (Fig. 2 (a) [7]) showed effectiveness
despite having less diversity compared with other synthetic images (Fig. 2 (b) [7],
(c) [6]). This observation suggests that diversity of synthetic images is not a
dominant factor for success of pre-training, and implies the existence of other
factors.

In this paper, we assume that the learning process for discriminating similar
images as shown in Fig. 2 (a) dominantly contributes to acquisition of more
informative feature representation for various downstream tasks, rather than
learning of diverse local structures (Hypothesis 1). Moreover, as Tu et al . [37]
pointed out, since existing synthetic images do not necessarily contain local
structures in real images of the target dataset, we assume that the generation
of synthetic images which explicitly contain local structures or partial image of
real images offers more efficient pre-training for downstream tasks (Hypothesis
2).

As a pre-training method suitable for non-natural images based on these two
hypotheses, we propose a contrastive learning framework using synthetic images
obtained by applying an image generator fS to the real images of the target
dataset, as shown in Fig. 1 (b).

General data augmentations perform transformation such that the images
before and after transformation are in the same image or class. In contrast, fS
no longer needs to satisfy this kind of constraint and it is acceptable to generate
synthetic images that do not belong to any class in the target dataset, even
if at first glance it is a meaningless image with no semantic information. For
this reason, in order to explicitly distinguish between an image transformed
via general data augmentation and an image generated from fS, we refer to
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Fig. 3: Proposed two patch-based image generator (fS).

the latter as a synthetic image2. In conventional contrastive learning (Fig. 1
(a)), the feature extractor is trained so that the feature vectors z1 and z2 of the
paired images x1 and x2 obtained by data augmentation fCL consisting of image
cropping and color conversion to the input image x are close to each other.

In contrast, the proposed method (Fig. 1 (b)) first generates M synthetic
images sm∈M from the input image x using the image generator fS to generate
similar images as discussed in Hypothesis 1, and then trains a feature extrac-
tor in the same way as conventional contrastive learning. However, the proposed
method differs from conventional contrastive learning in that the feature extrac-
tor is trained to repel pairs of features obtained from different synthetic images
(for example, pair of z2i and z1j shown in Fig. 1 (b)), even if the synthetic images
si and sj are generated from the same input image x.

3.2 Image Generator

The requirements that fS must satisfy for this learning scheme to work properly
are shown below.

Requirement 1: fS is not included in fCL. If fS is included in fCL, paired
images generated from different synthetic images may unintentionally become
identical, making it impossible to discriminate them.

Requirement 2: The local structure of the original image is pre-
served. CNNs are known to learn object features based on local structures (e.g .
high frequency components, textures) in the input image [18, 25, 30, 38]. There-
fore, rescaling and filtering processes that change the frequency characteristics
of images, or processes that change the aspect ratios of images are not suitable,

2 Our definition of “synthetic image” may differ from one of existing papers. Generally, “synthetic
image” means an image generated from generative models (e.g. GAN, diffusion model). In con-
trast, our definition means “non-real images” which is broader concept than general one. So, fS
does not necessarily have to be generative models.
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because they destroy the local structure contributing to classifying images in the
target dataset.

Although existing image generators from single images (e.g . SinGAN [34],
GPNN [20]) seem to be a promising candidate as fS , these methods does not
satisfy Requirement 2 perfectly in some cases. Because these methods gener-
ate diverse images from a single input image by swapping similar patches after
adding noise and overlaying swapped patches at multiple resolutions, overlaying
patches partially destroy local structure of the overlayed region if a less similar
patch is found in the swapping process. As a simple yet universal fS that sat-
isfies both requirements, we propose two patch-based transformations (Fig. 3)
inspired from self-supervised learning by solving jigsaw puzzles [31].

Image generator 1: PatchShuffle (Fig. 3 (a)). First, this transformation
divides a source image of size W×H into D2 patches of size W/D×H/D, where D
is a hyperparameter defining the number of divisions per side. Next, each patch is
applied by a rigid transformation that maintains its characteristics. In this paper,
we used random rotations of [0°, 90°, 180°, 270°] and random horizontal flips as
rigid transformations that can be applied regardless of the characteristics of the
subject. Finally, all patches are shuffled randomly and concatenated into a single
image of size W ×H. This transformation is beneficial for completely preserving
statistics of pixel values (mean and standard deviation) because the included
pixels in the synthetic image are exactly the same as those in the source image.
One drawback is that there is an upper limit to the number of synthetic images
generated from one source image, because the total combination of patches is
D2 ! (permutation of patch position) × 8 (patch orientation).

Image generator 2: RandomCrop (Fig. 3 (b)). RandomCrop is an
extended version of PatchShuffle that generates more diverse synthetic images.
First, (D + 1)

2 patches are randomly cropped from the source image. Next, these
patches are transformed following the same protocol as PatchShuffle. Finally, all
patches are concatenated into a single image and the concatenated image is
randomly cropped to W ×H.

Confirmation of satisfaction of the requirements. Since most recent
contrastive learning for CNNs [9,11–13,21,23] use color distortion, Gaussian blur,
rescaling, and cropping as data augmentation (fCL), the proposed image gener-
ator (fS) using patch-based transformation is not included in fCL (satisfying
Requirement 1). The proposed image generator also uses only a patch-based
transformation via rigid transformation (no use of rescaling and filtering pro-
cesses), so it can clearly preserve local structures in source images (satisfying
Requirement 2).

4 Experiments

4.1 Experimental Setup

Task setting. Figure 4 shows an overview of our experiments. Using the public
dataset of non-natural images shown in Table 1, we conducted an image clas-
sification task under conditions that mimic real-world applications with little
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Fig. 4: An overview of our experiments (SL, supervised learning; CL, contrastive learn-
ing).

Table 1: Detail of datasets; Thermal Image dataset (FLIR), TissueMNIST (Tissue),
WM811k (WM), PatchCamelyon (PCAM) and Diabetic Retinopathy (DR). Note that the
image sizes for FLIR, WM, DR are the sizes of the images after resizing.

FLIR [4] Tissue [44] WM [41] PCAM [39] DR [40]

Image type Infrared Microscopic Wafer map Pathological Retinal
Image size 250×190 28×28 45×45 96×96 224×224
# class 3 8 9 2 5
# train image 645 165,466 54,345 262,144 28,100
# test image 225 47,280 118,595 32,782 7,026

available training data and evaluated the classification accuracy on each test
set. We randomly extracted N labeled images for training from a training set
of original datasets so that each class has the same number of images. We took
half of the N labeled images as a training set and the remain as a validation set.

Pre-training. For training the feature extractor of the classifier, we used
contrastive learning using the three existing synthetic images shown in Fig. 2
that showed high performance in previous works [6, 7] and supervised learning
using ImageNet-1k as comparison methods, and contrastive learning using the
entire training set in the original datasets as a reference method. Note that we
used pre-trained models for existing synthetic images and ImageNet-1k.

Training detail. After pre-training, we fine-tuned the parameters of the
entire classifier using N labeled images of the target dataset. For contrastive
learning, we used MoCo v2 [12] following previous works [6, 7] and trained the
feature extractor for 400 epochs with Adam optimizer and learning rate anneal-
ing by cosine decay. For supervised learning, we used the data augmentation
described in the original papers [39–41,44] that proposed each dataset, and then
trained the entire classifier for 100 epochs with SGD optimizer and learning rate
annealing by step decay multiplying by 0.1 every 30 epochs. Through all experi-
ments, we used ResNet50 [24] as a backbone architecture and tuned mini-batch
size ∈ [64, 128, 256], initial learning rate ∈ [0.01, 0.03, 0.05].

Synthetic images. We generated M synthetic images using the proposed
image generators (PatchShuffle and RandomCrop) described in the previous sec-
tion as fS with D ∈ [2, 4, 8]. In addition, we also used an existing image generator
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Fig. 5: Examples of source images and synthetic images.

called GPNN [20], which is a lightweight version of SinGAN [34] that replaces
the neural network with a non-learnable module, to confirm the effectiveness of
the proposed image generator. Note that although image generation with fS can
be applied on-the-fly during the training process, we instead randomly selected
a synthetic image from pre-generated synthetic images to compare the number
of pre-learning images with ImageNet-1k and existing synthetic images. Figure
5 shows examples of the synthetic images.

4.2 Results

Comparison result (Table 2). Pre-training using the proposed method achieved
the highest average classification accuracy regardless of fS, especially using
RandomCrop as fS achieved the highest one among the proposed method.
Even though pre-training using existing synthetic images and ImageNet-1k used
1,300,000 images, the proposed method achieved a comparable performance to
the other methods despite using a smaller number of images (less than 240,000
images). These results suggest that the proposed synthetic images based on the
real images of the target dataset contributed to efficient pre-training for down-
stream task (confirming Hypothesis 2).

Although it is known that contrastive learning using a larger number of data
tends to bring higher performance on downstream tasks, the proposed method
using only a small number of real images outperformed contrastive learning using
the entire training set (top row in Table 2) on all datasets except PCAM. Since
PCAM is a class-balanced dataset that has the same amount of data in each class,
unlike the other class-imbalanced datasets that have a different amount of data in
each class, we assume that this is caused by the class balance of the dataset used
for pre-training. More specifically, although it is known that general contrastive
learning requires special aids to obtain the full potential in a class-imbalanced
dataset, we did not apply any aid. In contrast, since the proposed method used
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Table 2: Classification accuracy on each dataset [%]. (SL, supervised learning; CL,
contrastive learning; IN1k, ImageNet-1k; GP, GPNN; PS, PatchShuffle; RC, Random-
Crop). Bold indicates the best result in each column except contrastive learning using
the entire training set in the original dataset (top row; reference method).

Pre- #imgs FLIR Tissue WM PCAM DR Ave.training Real Synth. N60 N300 N160 N100 N180 N720 N40 N400 N100 N1000

CL (w/ all) <118k – 51.6 77.3 34.7 45.3 71.7 67.0 76.3 79.6 31.1 36.9 57.1

Scratch – – 41.8 67.6 32.7 41.1 31.2 62.5 65.8 74.7 18.6 30.5 46.6
SL (IN1k) 1.3M – 75.1 90.2 34.5 43.0 78.9 79.5 72.5 78.6 30.9 33.0 61.6
CL N – 66.7 84.4 35.5 40.2 46.2 77.9 62.4 74.5 15.3 35.7 53.9

CL (fv-dl) – 1.3M 71.6 82.7 35.3 44.1 66.8 73.1 70.0 77.5 29.0 52.6 60.3
CL (sgan-o) – 1.3M 63.6 78.7 33.6 46.5 57.6 71.8 75.5 76.9 28.1 39.6 57.2
CL (shader) – 1.3M 68.0 79.1 36.3 45.5 61.3 70.2 73.9 77.8 27.1 41.7 58.1

Ours (GP) N <240k 85.3 96.4 37.0 41.4 65.6 90.0 72.7 76.4 32.4 43.6 64.1
Ours (PS) N <240k 78.7 95.6 37.7 45.9 82.8 90.0 73.8 78.5 34.1 53.8 67.1
Ours (RC) N <240k 81.6 98.7 39.4 47.0 77.2 91.3 75.2 79.5 33.7 57.4 68.1

Table 3: Comparison of classification accuracy [%] on downstream tasks between con-
ventional contrastive learning using fCL and fS as data augmentation and the proposed
method. Bold indicates the best result on each dataset and fS.

fS Method FLIR Tissue WM Ave.N 60 N 160 N 180

GPNN CL (fCL+fS) 79.6 33.8 56.7 56.7
Ours 85.3 37.0 65.6 62.6

Patch CL (fCL+fS) 68.9 35.5 76.1 60.2
Shuffle Ours 78.7 37.7 82.8 66.4

Random CL (fCL+fS) 70.7 35.5 61.4 55.9
Crop Ours 81.6 39.4 77.2 66.1

class-balanced synthetic images generated equally from each class, we assume
that the image generation process itself implicitly acted as a countermeasure
against class imbalancement. Note that we aware of the existence of situations
in which we cannot control the measurement data (for example, when some of
the classes correspond to anomaly data). Therefore, investigation of the class-
imbalanced setting is left as future work.

Ablation study. While conventional contrastive learning uses only data
augmentation fCL, the proposed method uses not only fCL but also an image
generator fS during training. To confirm that the effect of the proposed method
is not simply due to diversification of data augmentation, we evaluated another
configuration that uses both fCL and fS as data augmentation. As shown in Ta-
ble 3, the average classification accuracy of the proposed method exceeded that
of conventional contrastive learning. Therefore, we empirically demonstrate that
the learning algorithm itself that discriminates similar synthetic images gener-
ated by fS plays a key role in the proposed method (confirming Hypothesis
1).
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Fig. 6: Effect of number of generated synthetic images from each source image (M).
Each column corresponds to a dataset. The top and bottom rows differ in terms of
the number of real images (N). Dashed lines indicate strong comparison methods that
achieved higher performance in Table 2 (pre-training using ImageNet-1k and feature-
vis dead-leaves).

Hyperparameters of synthetic images. Figure 6 shows the effect of the
number of generated synthetic images from each source image (M). We found
that more synthetic images tend to bring higher classification accuracy, partic-
ularly in situations in which the number of real images is small (top row of Fig.
6). However, since the number of synthetic images that can be generated by
PatchShuffle without duplicates has an upper bound determined by D, some
cases in the results of the proposed method using PatchShuffle do not contribute
to performance gain even with increasing M (see FLIR at N=60, Tissue at
N=160, and PCAM at N=400 in Fig. 6). Therefore, RandomCrop gives a suit-
able fS for maximizing the potential of the proposed method by increasing the
number of synthetic images.

Figures 7 and 8 show the effects of the number of divisions per side in source
image (D) and optimal D against image size. These results show that the optimal
D depends not only on the dataset but also on the number of real images (N).
Although a larger D results in more diverse synthetic images, the occurrence of
flat patches that do not contain texture increases because a larger D decreases
the patch size. Moreover, Fig. 8 indicates that the optimal D and images are
not correlated. Based on this fact, we assume that the optimal D depends on
scene composition, object size, or frequency of local structures of each image
rather than on image size. Therefore, determining D for each image may bring
performance improvement.

Combination of different fS. As mentioned in the discussion of Fig. 6, the
number of synthetic images related to diversity of synthetic images is a key factor
in the proposed method. This observation suggests that combination of different
fS has the potential to boost performance particularly in situations in which the
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Fig. 8: Optimal number of divisions per side in source image (D) versus image size.

number of real images is small. Table 4 demonstrates that the combination of
different fS brings further improvement.

5 Discussion and Conclusion

In this paper, we proposed a contrastive learning framework using synthetic im-
ages generated from real images of downstream tasks to directly learn feature
representations suitable for downstream tasks of non-natural images. Experi-
ments using image classification tasks mimicking real-world application with
little available data on five non-natural image datasets demonstrated that the
proposed method achieves higher average classification accuracy compared with
pre-training methods using ImageNet or existing synthetic images. We now sum-
marize our observations through exploration as follows.

Effect of number of real and synthetic images. Although the proposed
method achieved the highest classification accuracy in most situations, it slightly
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Table 4: Comparison of classification accuracy [%] on downstream tasks between
different configuration of fS. Bold indicates higher performance than using each fS

alone.

fS
FLIR Tissue WM Ave.N 60 N 160 N 180

GPNN 85.3 37.0 65.6 62.6

PatchShuffle 78.7 37.7 82.8 66.4
PatchShuffle+GPNN 73.8 37.2 84.6 65.2

RandomCrop 81.6 39.4 77.2 66.1
RandomCrop+GPNN 78.2 40.3 85.5 68.0

underperformed pre-training using existing synthetic images (stylegan-o) in the
PCAM dataset where N=40 in contrast to the same dataset where N=400 (Table
2). This result means that the number of real images used as the source of
synthetic images a crucial factor for determining the performance of the proposed
method. However, we empirically found that more synthetic images brought
higher classification accuracy even situations with few real images (see Fig. 6).

Limitations. In terms of pre-training cost, the proposed method requires ad-
ditional cost due to the necessity of pre-training for each dataset, unlike models
pre-trained using ImageNet-1k or existing synthetic images. However, as men-
tioned in the comparison results (Table 2), the proposed method can train a
relatively smaller number of images (less than 240,000 images) compared with
ImageNet-1k (1,300,000 images) or existing synthetic images (1,300,000 images),
so pre-training of the proposed method takes only 1-3 days with a single GPU
(using NVIDIA A100 or NVIDIA A6000 Ada). From another perspective, since
the image generator (fS) differed depending on the target dataset, the design
of a more general image generator remains as a future challenge. However, we
found that one promising solution is combination with a different image genera-
tor (Table 4). In this paper, we focused mainly on a relatively standard setting in
real-world applications with a well-known architecture (CNNs) and task (image
classification) as a first step. In future work, we intend to reveal the effective-
ness on other tasks besides image classification and extend the concept of the
proposed method to other architectures (e.g . vision transformers).

Towards a better synthetic image. Based on the fact that contrastive
learning using the entire training set (top row in Table 2) achieved the highest
classification accuracy on the PCAM dataset, we infer that the individual im-
ages in PCAM were more diverse than in other datasets. For this kind of dataset,
we believe that image generation from multiple real images to generate more
diverse synthetic images capturing the essential structure of target dataset is
a possible solution. However, we stress that the proposed method still outper-
formed training from scratch and contrastive learning using only real images and
showed comparable performance to existing pre-training. Therefore, considering
the average classification accuracy, we believe that the proposed method is worth
applying to most non-natural images in real-world applications.
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