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Abstract. With the emergence and rapid development of Transformers,
medical image segmentation has also been revolutionized by Transform-
ers due to their ability to encode long-range dependencies. Despite their
advantages, Transformers also come with some drawbacks, such as larger
models being built, resulting in more parameters being introduced. In
some cases, several times the parameters may only result in marginal
improvements. Additionally, medical segmentation images typically con-
sist of multiple classes, with significant differences in size among classes
and minimal differences within each class, which can be addressed via
a multiple-scale model. In this paper, we proposed a novel Multi-Scale
U-shape MLP-Mixer network named MS-UMLP, which aims to achieve
multiple-scale receptive fields while using fewer parameters. Unlike the
prevailing transformer-based trend of building models with more pa-
rameters, our MS-UMLP adopts dimension-wise multi-scale MLP-Mixer
blocks via redesigning MLP-Mixer [22] to reduce model parameters and
computational complexity, retain the ability to exploit long-term depen-
dencies, and provide the ability to capture the different scale information
in each block. Extensive experiments show that our MS-UMLP not only
has the least number of parameters (only 48% parameters of a pure con-
volutional network) but also outperforms existing methods on the pop-
ular ACDC [4] and Synapse [15] medical image segmentation datasets.

1 Introduction

Medical image segmentation has achieved numerous and remarkable progress
with convolution-based models [1, 3, 20] for the past few years. For example, U-
Net [20] consists of a symmetric convolution-based encoder-decoder with skip
connections that combine shallow, low-level, and fine-grained feature maps to
deep, semantic, and coarse-grained feature maps. Afterward, its variants [2, 27]
and 3D version [9, 24] have achieved great success in a variety of medical imag-
ing applications. Particularly, nnUNet [14] proposes a robust and self-adapting
framework based on 2D and 3D U-Nets for medical image segmentation and
achieves great performance. By employing a hierarchical U-shaped structure
through the stacking of convolutional layers to leverage multi-scale abilities,
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2 B. Xie et al.

convolution-based models exhibit significant capability in achieving exceptional
performance across various medical image segmentation tasks.

Fig. 1: Performance vs. model effi-
ciency on Synapse.

Although the U-Net-based net-
works have been the dominant ar-
chitectures for many years due to
their ability to exploit local-term de-
pendencies and feature extraction,
they are inevitably subjected to the
limitation of exploitation of long-
term dependencies. Recently, with the
emergence and rapid development of
Transformers, medical image segmen-
tation has also been revolutionized by
Transformers due to their ability to
encode long-range dependencies. De-
spite their advantages, Transformers also come with some drawbacks, in which
larger models are built, resulting in more parameters being introduced. Unfortu-
nately, several times the parameters usually bring marginal improvement, such
as nnFormer [26] utilizes 5× parameters but achieves 0.3% improvement of DSC
compared to a pure convolutional network (nnUNet [14]) shown in Fig 1. A nat-
ural question arises spontaneously: Is there only one way that building bigger
models by Transformers can bring improvement? Specifically, can we design a
model with a multi-scale receptive field while using fewer parameters?

Fortunately, MLP-Mixer [22] brings us a new perspective. MLP-Mixer has
been proposed and attracted lots of attention due to cross-patch and cross-
channel communication to capture long-term dependencies by token-mixing and
channel-mixing, which only consists of simple multilayer perceptrons (MLPs).
In this work, we utilize the idea of token-mixing and channel-mixing to redeem
the limitation of capturing long-term dependencies. However, MLP-Mixer has
suffered from quadratic model parameters and computational complexity due
to MLPs, so it is not easily adapted to medical image analysis containing 4D
information. Meanwhile, the MLP-Mixer crops input images into several non-
overlapping patches, and these patches have a relatively large size, such as 16×16
in ViT [10] and MLP-Mixer [22]. Therefore, it is inevitably hard to capture local-
term dependencies. The local-term dependencies are significantly important for
medical image segmentation since the image segmentation task usually operates
at a pixel level. We should encode more local-term dependencies and retain a
high image resolution. Meanwhile, the MLP-Mixer does not change the shape
among mixer layers. A hierarchical structure achieves a better performance in
the segmentation tasks due to the ability to exploit different scale information.

To address those limitations, we propose a novel multi-scale MLP-based U-
shape MLP-Mixer architecture for the medical image segmentation task. Specif-
ically, we utilize an MLP-based hierarchical structure as our backbone, which
consists of dimension-wise multi-scale MLP-Mixer (dwMSMLP) blocks and con-
volutional layers for down-sampling and up-sampling. The dwMSMLP consists
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MS-UMLP 3

Fig. 2: The overview of our proposed MS-UMLP

of the redesigned spatial-mixing block and channel-mixing block. The spatial-
mixing block firstly adopts one depth-wise convolutional layer to capture local
dependencies and then decomposes the output with 3D spatial dimensions into
three branches to process one single spatial dimension, respectively. Meanwhile,
an Identity layer is added for skip connection parallel. Next, each of the three
branches will be built with two multi-scale MLP blocks and a GELU [13] acti-
vation in the middle. Finally, it concatenates the outputs of three branches and
the Identity layer in the channel dimension and then applies an MLP layer on
the channel dimension to adjust the size of the channel dimension to the same as
the input (from 4C to C). The channel-mixing block consists of two multi-scale
MLP blocks worked on the channel dimension and a GELU [13] activation in the
middle. In this way, the dwMSMLP can learn different scale information on the
spatial and channel dimensions, exploiting the imbalance among multiple classes.
Meanwhile, our model reduces lots of parameters and computational complex-
ity via decomposing the 3D spatial dimensions into three single dimensions to
process and retain the ability to exploit long-term dependencies.

We replace the non-overlapping patch embedding with the redesigned local
extraction embedding, which is built via several successive convolutional layers
with a small kernel size to extract local-term dependencies. Meanwhile, it retains
a high resolution that contains more spatial information. The non-overlapping
patch embedding in ViT [10] and MLP-Mixer [22] inevitably lose some local
information, which is important to the decoder to recover pixel-level information
in segmentation tasks. Meanwhile, it retains a high resolution that contains more
spatial information.

To summarize, the contributions of this paper are:
– We propose a novel multi-scale MLP-based U-shape MLP-Mixer framework

for medical image segmentation. To the best of our knowledge, the proposed
MS-UMLP is the first MLP-based image segmentation framework;

– We propose a novel dimension-wise multi-scale MLP-Mixer (dwMSMLP) block.
For spatial mixing, our dwMSMLP block decomposes an image with three spa-
tial dimensions into every single spatial dimension and adopts multiple scale
MLPs in each spatial dimension to learn different scale spatial information. For
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channel mixing, our dwMSMLP block also applies for multiple scales MLPs
on the channel dimension to learn different scale channel information.

– We conduct extensive experiments on two challenging ACDC [4] and Synapse
[15] datasets. The results demonstrate that MS-UMLP not only has the least
number of parameters (only 48% parameters of a pure convolutional network),
but also achieves state-of-the-art results. The source code and pre-trained
models will be made publicly available.

2 Related Work

CNNs for Medical Image Segmentation. Convolutional Neural Networks
(CNNs), especially an encoder-decoder network U-Net [20] and its variants, have
been demonstrated to achieve excellent performance and play an important role
in medical image segmentation. U-Net++ [27] introduces nested and dense skip
connections to reduce the semantic gap between the encoder and decoder. At-
tention U-Net [19] designs an attention gate mechanism that learns to focus on
target structures of different shapes and sizes. 3D U-Net [9] modifies 2D U-Net
into a 3D version. The V-Net [18] utilizes the residual blocks as the basic convo-
lutional block and a dice loss to optimize the network, which plays an important
role in segmentation tasks. The nnUNet [14] is a self-adapting framework for
U-Net-based medical image segmentation. Although it only utilizes the basis of
2D and 3D vanilla U-Nets, it involves many tricks for preprocessing, analysis of
the attributes of datasets, setting up excellent training strategies, and postpro-
cessing. Particularly, it analyzes datasets to generate an exact architecture and
strategies for data augmentation. In this way, it achieves great performance in
many segmentation tasks.
MLP-Mixer in Vision Models. MLP-Mixer [22] has been proved that simply
multi-layered perceptrons (MLPs) can achieve a high-quality vision results by
two types of MLP layers: channel-mixing MLPs and token-mixing MLPs. The ar-
chitecture of MLP-Mixers accepts a sequence of patches, i.e., “patches×channels”,
generated by rearrangement and linear projection. The channel-mixing MLPs
build relationships among different channels by operating on each token inde-
pendently. The token-mixing MLPs build relationships among different spatial
locations with tokens by operating on each channel independently. In this way,
it learns token-level global information. The MLP-Mixer has achieved state-of-
the-art performance in vision tasks such as image generation [6], image classifi-
cation [17,23]. For instance, Res-MLP [23] proposes an affine transform layer to
achieve a deeper architecture and higher accuracy than MLP-Mixer. gMLP [17]
designs a spatial gating unit to increase communication among spatial locations.

3 Methodology

3.1 Framework Overview

The overview of our proposed MS-UMLP architecture is illustrated in Figure 2.
Firstly, we utilize the Local Extraction Embedding layer which consists of suc-
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Fig. 3: The overview of the multi-scale MLP.

cessive and small kernel convolutional layers. In this way, our model can learn
local-term dependencies, increase the channel dimension size, and retain a high
resolution that contains more spatial information compared to the patch embed-
ding in ViT [10] and MLP-Mixer [22]. The proposed encoder consists of several
identical stages. Each stage consists of two dwMSMLP (dimension-wise multi-
scale MLP-Mixer) blocks and one convolution-based down-sampling that has a
small kernel (3×3×3) and stride 2 (the stride for depth dimension maybe 1 due
to usually small size of depth dimension in medical images) to decrease two times
for spatial dimensions. After the encoder, there are two dwMSMLP blocks as the
bottleneck. The proposed decoder also consists of several identical stages. Each
stage consists of one dwMSMLP block and one convolution-based up-sampling
that the kernel is set to (2×2×2) and the stride 2 (the stride for depth dimension
maybe 1) to increase two times for spatial dimensions. Meanwhile, we introduce
skip connections from the encoder to the decoder. Finally, the expanding step
consists of one convolutional layer to set the channel dimension to the number
of segmentation classes.

3.2 Local Extraction Embedding Layer

The non-overlapping patch embedding in ViT [10] or MLP-Mixer [22] uses a large
kernel convolutional layer to extract features, which inevitably lose some local
information or pixel-wise information. However, the local information or pixel-
wise information is significant for medical image segmentation since it needs to
be predicted at a pixel level. To fix this limitation, we utilize a Local Extraction
Embedding layer, which consists of four successive convolutional layers with a
small size kernel to extract local features and maintain a high resolution that
contains more spatial information. In the ablation study, we demonstrate that
the Local Extraction Embedding layer has a better performance compared to a
large non-overlapping patch embedding in the medical image segmentation.

The Local Extraction Embedding layer consists of four convolutional layers
with kernel size (3×3×3). The third convolution is for down-sampling, in which
the stride is set to (2, 2, 2) or (2, 2, 1) when the number of depth dimensions is too
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small. The strides of the rest of the convolutions are set to (1, 1, 1). Specifically,
given an image X∈RC0×H×W×D with a spatial resolution of H×W×D and C0

number of channels. Our goal is to predict the corresponding pixel-wise segmen-
tation with size M×H×W×D, where M is the number of classes of a segmen-
tation task. Therefore, the output of the embedding XE∈R2Cbase×H

2 ×W
2 × D

2(1) ,
where Cbase is set to 32 in our experiments.

3.3 Dimension-wise Multi-scale MLP-Mixer Block

The proposed dwMSMLP block is illustrated at the right of Figure 2, consisting
of two main components: The Spatial-Mixing module and the Channel-Mixing
module, which are responsible for encoding spatial information and channel infor-
mation, respectively. Specifically, the dwMSMLP block takes X∈RC× H

2m × W
2m ×D

r

as an input, where m is the number of down-sampling, r is a number in range
[1, 2m], and C is equal to Min(Cbase×2m−1, 320). Thus, the dwMSMLP block
can be formulated as follows,

U = X + IN(Spatial-Mixing(X)),

Y = U + IN(Channel-Mixing(U)),
(1)

where IN(·) is instance normalization and Y is the output of the whole
dwMSMLP block. The Spatial-Mixing(·) is the function of the Spatial-Mixing.
The Channel-Mixing(·) is the function of the Channel-Mixing.

Multi-scale MLP for the Spatial Mixing The Spatial-Mixing module 1)
firstly adopts a depth-wise convolutional layer with a small size kernel to exploit
local-term dependencies; 2) then connects with four branches that the first three
branches mix only one single dimension of 3D spatial dimensions via two multi-
scale MLP blocks with a GELU activation in the middle, and the last branch
is an Identity layer for a skip connection; 3) Next, the outputs of all branches
are concatenated in the channel dimension; 4) Finally, an MLP layer working on
the channel dimension is utilized to adjust the size of the channel dimension to
the same as the input X (from 4C to C). When we process the spatial mixing,
our model involves multiple scales MLPs to learn different scale spatial infor-
mation at a dimension-wise level. The multi-scale method is a benefit for the
segmentation of multiple classes with variant sizes.

Multi-scale MLP for the Channel Mixing The Channel-Mixing module
consists of two multi-scale MLP blocks working on the channel dimension and a
GELU activation in the middle. When processing on the channel dimension, the
existing methods almost utilize a one-scale and channel-wise operation. In this
paper, we involve a multi-scale MLP to learn different scale information on the
channel. In the Ablation Study, we demonstrate the multi-scale method for the
channel dimension can bring a huge improvement.
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Architecture of Multi-scale MLP Block The proposed multi-scale MLP
block is illustrated in Figure 3. The number of different scales MLPs n for a
certain dimension can be expressed as

n =

2, dim < 24
3, 24 ≤ dim < 256
4, dim ≥ 256

(2)

After determining n for a certain dimension of input, our multi-scale MLP
block reshapes the processing dimension of the input n times. Each time re-
shapes the processing dimension divided by 2i (i=0, 1, ..., n−1) from the spacial
dimension to the rest of the dimensions. Then an MLP layer will be adopted.
The number of the output feature, named fout, of the MLP layer is equal to
the input feature divided by n in the processing dimension, which fout(i) can be
expressed as, {

dim/n+ dim%n, i = 0
dim/n, i > 0

(3)

where % is the MOD function. Next, there is an MLP layer to adjust the shape
from 2i to 1. After processing the n branches, all outputs will be concatenated in
the processing dimension, which is the same as the input. The multi-scale MLP
can be expressed as,

Xi = Reshapei(X), i = 0, 1, ...n− 1,

Hi = XiWi, Wi ∈ Rdim/2i×fout(i)

C = Concat(H1, H2, ...Hn),
S = Reshapeadjust(C),

O = SW, W ∈ R2i×1

(4)

where Reshapei(·) represents the reshape operation that reshapes from
X∈RB×C×H×W×D to Xi∈RB×rest×2i×dim/2i where dim is one of (C,H,W,D).
Concat(·) is a concatenation function in the operating dimension,
Reshapeadjust(·) reshape the operating dimension into its original location
so that S∈RB×C×H×W×D×2i . Finally, we utilize an MLP layer W to adjust the
dimension as the same as the input.

Unlike a full-connected layer in Mixer-MLP that only has one scale MLP
layer, our multi-scale MLP block has multiple scale MLPs to learn different scale
information. At the bottom right of Figure 3, it illustrates the parameter matrix
of our multi-scale MLP not only learns different scale information but also has a
smaller number of parameters than a one-scale MLP layer. Since medical images
usually have large differences in size between classes and little difference in sizes
within classes, Our model has great advantages in managing such situations.
Relation to MLP-Mixer. Unlike the token-mixing of MLP-Mixer [22] that
conducts a linear projection with respect to the multiplication of all the tokens
along the spatial dimension, which increases model parameters and computa-
tional complexity, we propose a dimension-wise mixing that separately processes
the height, width, depth, and channel dimensions. For the mixing of every single
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Method Average Aotra ↑ Gallbladder ↑ Kidnery(L) ↑ Kidnery(R) ↑ Liver ↑ Pancreas ↑ Spleen ↑ Stomach ↑DSC ↑ HD95 ↓

VNet [18] 68.81 - 75.34 51.87 77.10 80.75 87.84 40.04 80.56 56.98
DARR [11] 69.77 - 74.74 53.77 72.31 73.24 94.08 54.18 89.90 45.96
R50-U-Net [20] 74.68 36.87 87.74 63.66 80.60 78.19 93.74 56.90 85.87 74.16
U-Net [20] 74.99 27.57 83.17 58.74 80.40 73.36 93.13 45.43 83.90 66.59
R50-AttnUNet [21] 75.57 36.97 55.92 63.91 79.20 72.71 93.56 49.37 87.19 74.95
VIT-CUP [10] 67.86 36.11 70.19 45.10 74.70 67.40 91.32 42.00 81.75 70.44
R50-VIT-CUP [10] 71.29 32.87 73.73 55.13 75.80 72.20 91.51 45.99 81.99 73.95
TransUNet [8] 77.48 31.69 87.23 63.16 81.87 77.02 94.08 55.86 85.08 75.62
SwinUNet [5] 79.13 21.55 85.47 66.53 83.28 79.61 94.29 56.58 90.66 76.6
TransClaw-U-Net [7] 78.09 26.38 85.87 61.38 84.83 79.36 94.28 57.65 87.74 73.55
LeVit-UNet-384s [25] 78.53 16.84 87.33 62.23 84.61 80.25 93.11 59.07 88.86 72.76
WAD [16] 80.30 23.12 87.73 69.93 83.95 79.78 93.95 61.02 88.86 77.16
UNETR [12] 79.56 22.97 89.99 60.56 85.66 84.80 94.46 59.25 87.81 73.99
nnUNet [14] 86.21 14.82 92.39 71.71 86.07 91.46 95.84 82.92 90.31 79.01
nnFormer [26] 86.57 10.63 92.40 70.17 86.57 86.25 96.84 83.35 90.51 86.83
MS-UMLP (Ours) 87.19 9.09 92.26 74.20 86.19 89.15 96.98 82.45 93.00 83.31

Table 1: Quantitative evaluation with state-of-the-art methods on the Synapse dataset
(DSC in % and HD95 in mm).

dimension, it can learn the patterns and information in a certain dimension,
which is more efficient. Meanwhile, we redesign the only one-scale linear pro-
jection into a multi-scale linear projection. In this way, our model can learn
different scale information in one block and decrease the number of parameters
compared to a one-scale linear projection. The ability to exploit multiple-scale
information is greatly effective in performing medical image segmentation since
medical images usually have large differences in size between classes and little
difference in sizes within classes.

3.4 Discussion

Comparison with Network Parameters. We compare the network param-
eters between our dwMSMLP and the vanilla MLP-Mixer [22]. Given the input
tensor Tv∈R(TH×TW×TD)×C , it has two dimensions with (TH×TW×TD) number
of tokens and C number of channels for the vanilla MLP-Mixer, while the in-
put tensor Tdw∈RC×TH×TW×TD has four dimensions with a spatial resolution
TH×TW×TD and C number of channels for our dwMSMLP.

For the vanilla MLP-Mixer, (i) the token-mixing module has two parameter
matrices that have the same number of parameters. The number of parameters
of the one dimension of each matrix is equal to TH×TW×TD and the other di-
mension is e×(TH×TW×TD), where e is the expansion factor that we usually set
to 4; (ii) The channel-mixing module also has two parameter matrices that have
the same number of parameters. The number of parameters of the one dimension
of each matrix is equal to C and the second dimension is e×C. Therefore, the
total number of matrix is 2×(4×T 2

H×T 2
W×T 2

D +4×C2). Thus, the complexity of
vanilla MLP-Mixer can be expressed as,

Θ(vMLP) ∈ Θ(T 2
H × T 2

W × T 2
D × C2). (5)

For our dwMSMLP, (i) the spatial-mixing has three parts built with parame-
ters. The first part is a depth-wise convolution in which the number of parameters
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MS-UMLP 9

Fig. 4: Qualitative comparison on the Synapse dataset.

is equal to 3×3×3×C. The second part has four branches for mixing. The total
number of parameters for mixing the height dimension via a multi-scale MLP
can be expressed as,

Θ(MSMLPH) ∈ Θ(2×
n∑
i

TH

2i
× TH

fouti
+ 2i) ≤ O(2T 2

H). (6)

The number of parameters for the width and depth dimensions is the same
as the height dimension. Therefore, the parameter of this part is less than
2(T 2

H+T 2
W+T 2

D). Since we only take the mixing operation in every single di-
mension, it is not multiplication but a sum to calculate the number of param-
eters. The final part is for the fusion of the output of the four branches. We
perform a linear projection in the channel dimension. Therefore, the number of
parameters is equal to (4×C)×C; (ii) The channel-mixing module is the same
as the multi-scale MLP for the height dimension. The number of parameters of
the channel-mixing module is less than 2×C2. Therefore, the total number of
parameters of our dwMSMLP is less than 2T 2

H+2T 2
W+2T 2

D+6C2+9C, and the
complexity of our dwMSMLP,

Θ(dwMSMLP) ≥ O(min(T 2
H , T 2

W , T 2
D, C2)),

Θ(dwMSMLP) ≤ O(max(T 2
H , T 2

W , T 2
D, C2)).

(7)

Compared to the complexity of the vanilla MLP-Mixer, our dwMSMLP reduces
almost the complexity of Θ(T 4).

1801



10 B. Xie et al.

Fig. 5: Qualitative comparison on the ACDC dataset.

4 Experiments

Datasets and Evaluation Metrics. We use two publicly available datasets,
Synapse multiorgan segmentation [15] and Automatic Cardiac Diagnosis Chal-
lenge (ACDC) [4]. (i) Synapse dataset consists of 30 cases of abdominal CT
scans. Following the split strategies [8], we use a random split of 18 training
cases and 12 cases for validation. We evaluate the model performance via the
average Dice score (DSC) and the 95% Hausdorff Distance (HD95) on 8 abdom-
inal organs (aorta, gallbladder, spleen, left kidney, right kidney, liver, pancreas,
and stomach). (ii) ACDC dataset consists of 100 patients with the cavity of the
right ventricle, the myocardium of the left ventricle, and the cavity of the left ven-
tricle to be segmented. The labels involve the right ventricle (RV), myocardium
(MYO), and left ventricle (LV). We use a random split of 70 training cases, 10
validation cases, and 20 testing cases. We evaluate the model performance via
the average DSC.
Implementation Details. We utilize some data augmentations such as rota-
tion, scaling, Gaussian noise, Gaussian blur, brightness, and contrast adjustment,
simulation of low resolution, gamma augmentation, and mirroring. We set the
initial learning rate to 0.01 and employ a “poly” decay strategy in Eq. (8).

lr(e) = init_lr × (1− e

MAX_EPOCH
)0.9, (8)

where e means the number of epochs, MAX_EPOCH means the maximum of
epochs, set it to 1000 and each epoch includes 250 iterations. We utilize SGD
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Method Average ↑ RV ↑ Myo ↑ LV ↑

R50-U-Net [20] 87.55 87.10 80.63 94.92
VIT-CUP [10] 81.45 81.46 70.71 92.18
R50-VIT-CUP [10] 87.57 86.07 81.88 94.75
UNETR [12] 88.61 85.29 86.52 94.02
TransUNet [8] 89.71 88.86 84.54 95.73
SwinUNet [5] 90.00 88.55 85.62 95.83
LeViT-UNet-384s [25] 90.32 89.55 87.64 93.76
nnUNet [14] 91.20 89.30 89.09 95.20
MS-UMLP (Ours) 91.81 90.17 89.81 95.45

Table 2: Quantitative evaluation with state-of-the-art methods on the ACDC dataset
(dice score in %).

as our optimizer and set the momentum to 0.99. The weighted decay is set to
3e-5. We utilize both cross-entropy loss and dice loss by simply summing them
up as the loss function. We utilize instance normalization as our normalization
layer. All experiments are conducted using single NVIDIA RTX A5000 GPUs
with 24GB memory.
Deep Supervision. Our network is trained with deep supervision when train-
ing. Auxiliary lossees are added in the decoder to the last three stages (the
three largest resolutions). For each deep supervision output, we downsample the
ground truth segmentation mask for the loss computation with each deep su-
pervision output. The final training objective is the sum of all resolutions loss:

L = w1 · L1 + w2 · L2 + w3 · L3 (9)

where the weights halve with each decrease in resolution (i.e., w2 = 1
2 ·w1;w3 =

1
4 ·w1, etc), and all weight are normalized to sum to 1. Meanwhile, the resolution
of L1 is equal to 2 · L2 and 4 · L3

4.1 Comparison with State-of-the-Art Methods

Results on Synapse Dataset. In Table 1, we present the quantitative experi-
mental results on the Synapse dataset compared to several leading convolution-
based methods (i.e., VNet [20] and nnUNet [14]) and transformer-based methods
(i.e., TransUNet [8], SwinUNet [5], and LeViT-UNet-384s [25]). We observe that
our proposed MS-UMLP framework achieves much better results than existing
methods. Meanwhile, our model predicts well different size classes (e.g., large-
size ‘Liver’ label, middle-size ‘Spleen’ label, and small-size ‘Aotra’ label), which
demonstrates our model is effective for multi-scale tasks. In Figure 4, we illustrate
the qualitative results compared with several representative methods. These re-
sults also demonstrate that our MS-UMLP model can predict more accurately
the large-size ‘Liver’ label, middle-size ‘Spleen’ label, and small-size ‘Aotra’ label.
Meanwhile, our model achieves the best performance in HD95 and outperforms
the second place by more than 1.5 mm. Therefore, the results demonstrate the
effectiveness of our method.
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12 B. Xie et al.

Networks #param (M) ↓ Layer #param (K) ↓

nnUNet [14] 30.77 Conv3d 27.68
UNETR [12] 92.79 MHSA 1.87× 103

TransUNet [8] 105.28 MLP-Mixer 1.26× 106

nnFormer [26] 158.88 dwMLP 11.42

MS-UMLP (Ours) 14.51 dwMSMLP 9.03

Table 3: Comparisons with different networks and different layers via parameters.

Results on ACDC Dataset. In Table 2, we provide the quantitative exper-
imental results on ACDC dataset. Specifically, we compare the proposed MS-
UMLP with several leading convolution-based methods (i.e., R50-U-Net [20] and
nnUNet [14]) and transformer-based methods (i.e., TransUNet [8], SwinUNet [5],
and LeViT-UNet-384s [25]). The results show that the proposed MLP-based MS-
UMLP framework outperforms other existing baselines. In Figure 5, we provide
the qualitative results compared with several state-of-the-art methods. As shown
in Figure 5, our MS-UMLP model can predict more accurately on the ‘RV’ label.
Meanwhile, the results demonstrate the effectiveness of our method.

4.2 Comparison with Network Parameters

We perform experiments to compare the number of parameters. Table 3 presents
the comparisons among different networks with a shape (1, 96, 96, 96) tensor
as the input and different layers with a shape (32, 14, 32, 28) tensor as the in-
put. At the left of Table 3, it demonstrates that our MS-UMLP model utilizes
the least number of parameters, even less than a pure 3D convolution-based
network (nnUNet [14]) since we only utilize MLPs with a small size to build
our MS-UMLP. Other transformer-based methods such as TransUNet [8], UN-
ETR [12] and nnFormer [26] have 105.28M, 92.79M and 158.88M parameters,
respectively. The results illustrate that transformer-based methods have a large
number of parameters. At the right of Table 3, it demonstrates that our proposed
dwMSMLP block has the least number of parameters. Compared to a 3D con-
volutional layer, our dwMSMLP block decreases almost three times the number
of parameters. In conclusion, our MS-UMLP not only has the least number of
parameters but also achieves the best performance.

4.3 Ablation Study

Variants of Network Architectures We also evaluate the effectiveness of
several variants of network architectures.
(A) Baseline Models. The proposed MS-UMLP has 5 baselines (i.e., S1,
S2, S3, S4, S5) as shown in Table 4. (i) S1 adopts a non-overlapping patch
embedding, 12 vanilla MLP-Mixer blocks as the encoder, and a CNN-based
decoder. (ii) S2 utilizes a non-overlapping patch embedding, 12 dimension-wise
MLP blocks (dwMLP) that are the same as our dwMSMLP except replacing
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Method DSC ↑ HD95 ↓

S1 Patch-EM + vMLP×12 + CNN-Decoder 80.79 34.49
S2 Patch-EM + dwMLP×12 + CNN-Decoder 81.85 24.93
S3 Patch-EM + U-shape dwMLP 83.57 15.46
S4 LE-Em + U-shape dwMLP 84.54 17.18
S5 LE-Em + U-shape dwMSMLP-Spatial 86.38 16.67
S6 Our Full Model 87.19 9.09

Table 4: The ablation studies of the proposed method on the Synapse dataset. The
vMLP means the vanilla MLP-Mixer. The LE-Em means the local extraction embed-
ding. The dwMLP means that we replace the multi-scale MLP with a one-scale MLP in
our dwMSMLP. The U-shape means building a U-shape network. dwMSMLP-Spatial
means only utilizing the multi-scale MLP on spatial dimensions

the multi-scale MLP with a one-scale MLP (a full-connected layer), and a CNN-
based decoder. (iii) S3 utilizes a non-overlapping patch embedding and several
dwMLP blocks to build a U-shape network, similar to our model. (iv) S4 utilizes a
Local Extraction Embedding (LE-Embedding) block and several dwMLP blocks
to build a U-shape network. (v) S5 utilizes a LE-Embedding block and several
dwMSMLP-Spatial blocks that are the same as dwMSMLP except utilizing one-
scale MLPs for the Channel-Mixing to build a U-shape network. (vi) S6 is our
full model, named MS-UMLP, illustrated in Figure 2. Our model utilizes LE-
Embedding and several dwMSMLP blocks that utilize multi-scale MLPs for the
Spatial-Mixing and Channel-Mixing to build a U-shape network. The results of
the ablation study are shown in Table 4.

Part (1) Part (2) Part (3) DSC ↑ HD95 ↓

DWconv
Multi-scale MLP Concat 87.19 9.09

Sum 85.67 12.30

One-scale MLP Concat 84.54 17.18
Sum 84.97 12.27

None
Multi-scale MLP Concat 85.63 13.71

Sum 85.45 18.75

One-scale MLP Concat 84.03 15.46
Sum 83.19 13.61

Table 5: The ablation studies of dwMSMLP
on Synapse.

(B) Effect of LE-Embedding.
When we use a LE-Embedding to
extract local information, the aver-
age DSC of S4 improves by 1.0%
compared with S3. The result con-
firms the effectiveness of the pro-
posed LE-Embedding.
(C) Effect of Dimension-wise
MLP-Mixer. To reduce the
model parameters and computa-
tional complexity, we replace the
vanilla MLP-Mixer block with
a dimension-wise MLP-Mixer block. S2 utilizes a dimension-wise one-scale
MLP-Mixer block and improves 1.1% compared with S1 which utilizes a vanilla
MLP-Mixer. Meanwhile, all dimension-wise MLP-Mixer blocks are better
than S1. It demonstrates a dimension-wise MLP-Mixer block achieves better
performance than the vanilla MLP-Mixer block.
(D) Effect of a Hierarchical Structure built by MLP-based blocks. S3,
S4, S5, and S6 utilize a hierarchical structure built by dimension-wise MLP-
Mixer blocks. The performance of these models improves by more than 2% com-
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pared to S1 without a hierarchical structure and S2 with a CNN-based decoder,
which demonstrates the effectiveness of the hierarchical structure built by MLP-
based blocks.
(E) Effect of multi-scale MLP-Mixer for spatial dimensions. When we
adopt the multi-scale MLP-Mixer for spatial dimensions, the performance has
a huge improvement. The average DSC of S5 improves by 2% compared to S4,
which confirms the benefits of the multi-scale MLP-Mixer.
(F) Effect of multi-scale MLP-Mixer for the channel dimension. S7 is
our full model, MS-UMLP, utilizing a LE-Embedding and built by the dimension-
wise multi-scale MLP-Mixer for the spatial dimensions and channel dimension
as shown in Figure 2. Compared to S5, our model utilizes a multi-scale MLP-
Mixer for the channel dimension, which brings 1% improvements. Therefore, the
results demonstrate the effectiveness of our proposed MS-UMLP.

Variants of the Spatial-Mixing Module The variants of the Spatial-Mixing
module focus on three parts at the upper right of Figure 2. Part 1 is the lo-
cal information extraction performed with and without depth-wise convolution
(DWconv). Part 2 is about utilizing one-scale MLP or multi-scale MLP during
dimension-mixing. Part 3 is the fusion of the output of dimension-mixing.

The experimental results of the ablation studies are summarized in Table 5.
Table 5 shows that involving a depth-wise convolution brings more than 1% im-
provement, the multi-scale MLP brings more than 1.5% improvement compared
to the one-scale MLP, and the concatenation is better than the ‘Sum’ operation.
We conclude that the depth-wise convolution, multi-scale MLP, and concatena-
tion as the fusion of the output will improve the performance. Thus, we utilize
the three parts in our dwMSMLP block.

5 Conclusion

In this paper, we propose a novel multi-scale MLP-based U-shape MLP-Mixer
network (i.e., MS-UMLP) for medical image segmentation. Particularly, we in-
troduce a novel dimension-wise multi-scale MLP-Mixer (dwMSMLP) block to
enhance the ability of local information extraction and mix dimension-wise mul-
tiple different scale information for the spatial and channel dimensions, which
is suitable for dealing with medical image segmentation. By the decomposi-
tion of the 3D spatial dimensions into three single dimensions to process, our
method extremely mitigates the cost of memory. Specifically, it costs less mem-
ory than a pure 3D convolutional layer. Extensive experiments on ACDC [4] and
Synapse [15] datasets show that MS-UMLP not only has the least number of pa-
rameters (even only 48% parameters of a pure 3D convolution-based network)
but also achieves state-of-the-art results.
Acknowledgements: This research is supported by NSF IIS-2309073 and NIH
1RF1MH133764-01. This article solely reflects the opinions and conclusions of
its authors and not the funding agencies.
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