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Abstract. We discover that while knowledge distillation improves the
overall performance of student models, the performance improvement
for some samples in the tail is limited, which is a rarely addressed is-
sue. These tail samples can lead to poor learning of the teacher’s feature
distribution in the corresponding regions of the feature space, thereby
limiting the alignment between the student and the teacher. Since tail
samples often lack clear label definitions in many tasks, we identify them
by analyzing the average feature similarity from the teacher model. To
improve knowledge distillation, we propose a Sample-wise Re-weighting
(SRW) method, assigning different loss function weights to samples based
on their average similarity. Experimental results show that our method
enhances the performance of student models across different tasks and
can be combined with various knowledge distillation methods. Addi-
tionally, our approach demonstrates advantages in foundational models
such as Segmentation Anything Models (SAM) and Contrastive Lan-
guage-Image Pretraining (CLIP) models.

Keywords: Knowledge Distillation - Vision-Language Models - Segmen-
tation.

1 Introduction

Knowledge distillation [7] is a widely used technique in the field of deep learning.
This technique involves a student model learning from the outputs or features
of a teacher model. It is commonly applied in model compression as well as in
aligning capabilities and outputs between models. Since Hinton et al. proposed
the original knowledge distillation method, many researchers have continuously
improved both logit distillation [11,21, 37,39, 30] and feature distillation [1, 26,
18, 6] methods, significantly enhancing the performance of student models.

All knowledge distillation methods can be unified under the problem of learn-
ing the teacher’s feature distribution. Although logit distillation focuses on repli-
cating the teacher’s output, it shares the property of continuous variation with
feature distributions. Thus, logit distillation can be considered a specialized form
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of feature distribution learning. Generally, the more accurately the student model
learns the teacher’s feature distribution, the better its performance will be.

To improve the student’s learning of the teacher’s feature distribution, many
approaches have been proposed from various perspectives. For example, DKD
[39] decomposes the original logit distillation into learning binary probabilities of
the target class and all the other non-target classes and learning the probability
distribution within non-target classes. DKD finds that the latter is suppressed by
the original distillation method, and thus, it strengthens the learning of it. [34]
finds that the high-frequency information in the feature distribution is poorly
learned, so it transforms the features into the frequency domain using DFT and
reinforces the learning of high-frequency information.

However, the aforementioned studies have overlooked analyzing how to im-
prove the learning of teacher’s feature distribution from the perspective of sam-
ples. Current research indicates that in both pre-trained models and downstream
tasks, there are not only class-wise long-tail problems but also sample-wise ones.
In knowledge distillation, the goal is to learn the teacher’s feature distribution.
However, the student learns from discrete feature points, and regions with denser
sampling in the feature space are learned better, while sparser regions are learned
less effectively.

Based on the above analysis, we propose a very simple yet effective method
to alleviate the sample-wise long-tail problem in the learning of teacher’s feature
distribution. Since the features sampled in sparse regions have lower similarity
with other features, we calculate the average similarity of the teacher’s feature
with those of other samples to determine if the sample’s feature is in a sparse
region. This allows us to identify whether the corresponding sample is a tail
sample. Inspired by the commonly used re-weighting methods for addressing the
class-wise long-tail problem, we propose a Sample-wise Re-Weighting (SRW)
method. This method assigns greater weights to the loss functions of tail samples
based on the calculated average similarity, thus enhancing the learning of the
corresponding samples.

Experimental results show that our method can improve the accuracy of
the original knowledge distillation method on CIFAR-100 [14] and ImageNet-
1K datasets [27]. Furthermore, our approach can be combined with other more
advanced knowledge distillation methods. The pre-training data for many foun-
dational models also exhibits imbalanced samples. We have also attempted to
combine our method with existing distillation methods on several foundational
models, such as Contrastive Language-Image Pretraining (CLIP) [24] and Seg-
ment Anything Model (SAM) [13]. Notably, our approach can be combined with
MobileSAM [36] to improve the segmentation performance of lightweight SAMs.

Our main contribution is three-fold:

— We unify knowledge distillation as a problem of learning the teacher model’s
feature distribution and identify a sample-wise long-tail problem in the pro-
cess of learning this feature distribution.

— To address the aforementioned issue, we draw inspiration from the re-weighting
method commonly used in class-wise long-tail problems and propose a Sample-
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Fig. 1. Overview. We calculate the average similarity of the teacher’s feature with those
of other samples to determine if the sample’s feature is in a sparse region of the feature
space. This allows us to identify whether the corresponding sample is a tail sample.
Further, we propose the Sample-wise Re-Weighting (SRW) method. This method
assigns greater weights to the loss functions of tail samples based on the calculated
average similarity, thus enhancing the learning of the corresponding samples.

wise Re-Weighting (SRW) method to enhance the learning of the correspond-
ing feature distribution.

— Our method can be combined with various existing knowledge distillation
methods to improve their performance in tasks such as image classification.

It is also effective in model compression for foundational models like CLIP
and SAM.

2 Related Work

2.1 Knowledge Distillation

A decade ago, Hinton et al. proposed the knowledge distillation method [7].
The original method transfers dark knowledge to the student model by min-
imizing the Kullback-Leibler divergence between the student model’s output
and the teacher’s soft labels. Subsequent improvement methods have attempted
to transfer different forms of knowledge to the student model, mainly in three
forms: logits [11,21, 37,39, 30], features [1, 26,18, 6] , and relational information
[9,22,23]. Logit distillation is an enhancement of the original method, obtaining
knowledge from the teacher model’s output. Feature distillation involves learn-
ing the intermediate layer features of the teacher model. Relational distillation
focuses on learning the relationships between samples or between different lay-
ers’ features, thereby learning structured knowledge. Knowledge distillation can
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be applied not only to classification tasks but also to object detection [15], seg-
mentation [20], and even multi-modal tasks [10], making it a highly versatile
method.

However, previous works have rarely addressed the sample-wise long-tail
problem in knowledge distillation. Through analysis, we unify distillation as the
learning of the teacher model’s feature distribution and find that some regions
of the feature space have fewer sampled data, leading to poorer learning of cor-
responding feature distribution. We propose a simple and effective method to
alleviate this issue.

2.2 Re-weighting Method in Long-tail Learning

Our method is closely related to research on long-tail learning. The long-tail
learning problem refers to the situation where the dataset has an imbalanced
distribution of categories, with the majority of samples concentrated in a few
categories (head) and a large number of categories with very few samples (tail).
This imbalanced distribution leads to the model performing well on head cate-
gories during training but underperforming on tail categories, thereby affecting
overall performance. Methods to address this issue include re-sampling [12], re-
weighting [19, 2, 25, 35], two-stage training [16, 5] and multi-expert methods [40,
31]. Our approach draws on the re-weighting method.

Re-weighting methods typically attempt to assign different loss weights to
different classes to enhance the learning of tail categories. For example, the
focal loss [19] increases the loss weight of poorly classified samples by adding a
weighting factor to the cross-entropy (CE) loss function. CBCE loss [2] calculates
the weighting based on the effective number of samples in different classes rather
than the actual number. BSCE loss [25] finds that the softmax function gives
biased gradient estimates under long-tail settings, so it proposes an unbiased
extension of Softmax to adapt to the label distribution shift between training and
testing. CDT [35] introduces a temperature coefficient related to the number of
category samples into the softmax function, simulating feature deviation during
training to amplify the decision values of tail classes.

Although our method draws on re-weighting methods, it essentially addresses
the issue of imbalanced samples in knowledge distillation rather than the long-
tail problem of classes. Our method assigns different weights to each sample
individually to enhance the learning of teacher model’s feature distribution.

3 Method

3.1 Basic Method of Knowledge Distillation

When training with knowledge distillation method, the student model needs to
minimize both the task loss L;,s; and the distillation loss L4411, which measures
the discrepancy with the teacher. Given a batch of samples {(z;, yi)}f\il , the loss
function for logit distillation generally uses Kullback-Leibler (KL) divergence.
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The specific formula for the distillation loss of a single sample z; is expressed as
follows:

‘Cilistill = T°KL (U (QE/T) O (q;/T)) (1)

where ¢; and g5 denote the logits produced by teacher and student, o is the

softmax function, and T is the temperature to smooth the distribution of model
outputs.

The commonly used loss function for feature distillation is the Mean Squared
Error (MSE):

aistin = MSE (th, F;) (2)
where F; and Fy denote features of the teacher and student model.

For more advanced distillation methods, Efﬁsn‘u can take on more complex
forms. Overall, the distillation loss function employed during training can be rep-
resented as the mean of the loss functions computed for each individual sample
within a given batch:

N
1 i
Laistinn = ~ Z Laistin (3)
=1

The aforementioned formula assigns a uniform weight of 1/N to the loss
function of each sample. However, due to the imbalanced nature of the dataset,
tail samples make up a smaller proportion of the loss function. As a result,
treating all samples equally can lead to inadequate learning for these tail samples.
To mitigate this issue, it is necessary to assign greater weights to the tail samples
within the loss function.

3.2 Identifying Tail Samples

As described in Section 1, knowledge distillation can be seen as learning the
teacher’s feature distribution. However, the sampling of distribution in the fea-
ture space is imbalanced: certain regions have dense feature points while others
are sparse. Regions with dense sampling have better-learned feature distribu-
tions. To improve the learning of feature distributions in sparse regions, the
first step is to identify the tail samples. Given that tail samples lack explicit
label definitions and estimating the number of sampled feature points in spe-
cific regions of the feature space is challenging, we design a simple and effective
approximation method.

Specifically, we propose calculating the average similarity with all samples to
identify samples in the tail. For a batch of samples with a batch size of N, the
average similarity of each sample is defined by Eq. 4:

N D
1 fi- A
N NFNA

where f; represents the features to be learned from the teacher model.

N
. 1 i 4
avesim; = N;COS(fmftj) = (4>
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Fig. 2. Analysis why a normalization method based on relative values is necessary. In
all pairs of samples, dissimilar pairs are the majority, causing the average similarity
between tail samples and non-tail samples to be indistinguishable. Using a calculation
method based on relative values can better differentiate between them.

3.3 Sample-wise Re-weighting (SRW)

When calculating the normalized weight of the loss function for each sample
based on average similarity, using relative rather than actual similarity values
is essential. This is because, for each sample, the dissimilar samples make up
the majority of the dataset, leading to the average similarity of tail and non-tail
samples being quite similar. Weights calculated based on absolute values cannot
differentiate effectively, and thus, cannot enhance the learning of tail samples,
as analyzed in Fig. 2.

Among the functions that meet the above requirements, the softmax function
is the most commonly used. The property o(z) = o(x — a) ensures that the
relative values determine the output. Therefore, the calculation of weights is
defined as Eq. 5:

avesim;
o(— ey
Wi = avesim; (5)
ij=1 =)

The negative sign in the above equation is used to assign greater weight to
tail samples (those with low average similarity). 7 is a newly introduced hyper-
parameter that controls the weighting strength. Subsequent experimental results
will demonstrate that this is a very important hyperparameter, influencing the
extent to which the accuracy of the student model is improved.

Based on the weights calculated earlier, L£g4;5+; can be modified to a weighted
form. For a batch of samples, L,cyeight is given by:

N
1
Ereweight = E wiLdistill (6)
i=1
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4 Experiment

4.1 Results on Image Classification

Datasets. We conduct experiments using two classic image classification datasets:
CIFAR-100 [14] and ImageNet-1K [27]. The CIFAR-100 dataset contains 100

categories, with image sizes of 32x32. The training set and validation set con-

tain 50k and 10k images, respectively. ImageNet-1K is a large-scale dataset with

1000 categories, and the training and validation sets contain 1.28 million and

50k images, respectively.

Implementations. We follow the most commonly used experimental set-
tings in the field of knowledge distillation research. Model architectures include
classic structures such as VGG [29], ResNet [4], and MobileNet [8]. The set-
tings of teacher and student include using the same architecture and different
architectures. We searched for and set the optimal hyperparameter 7 for each
experiment as thoroughly as possible. Other hyperparameters, such as learning
rate, batch size, distillation temperature, and those introduced by various distil-
lation methods, are set to the default values used in previous works. More details
on hyperparameter settings can be found in [39] and [38].

Results. Tab. 1 shows the knowledge distillation accuracy results on the
CIFAR-100 dataset when the teacher and student models have the same archi-
tecture. To demonstrate that our method can be combined with various other
distillation methods to further improve accuracy, we present the improvement in
accuracy (A) when combined with KD [7], FitNet [26], and DKD [39] methods.
KD and FitNet are classic logit and feature distillation methods, respectively,
whereas DKD is a more advanced and widely adopted knowledge distillation
approach from recent years. Experimental results show that our method can
be combined with various existing knowledge distillation methods to improve
accuracy. This fully demonstrates the effectiveness of our approach.

Table 1. Knowledge distillation results on CIFAR-100 datasets for models with the
same architecture. A represents the improvement in accuracy compared to original
methods.

KD FitNet DKD

Teacher

Student

vanilla +SRW A

vanilla +SRW A

vanilla +SRW A

ResNetb6 72.34
ResNet110 74.31
ResNet32x4 79.42

ResNet20 69.06
ResNet32 71.14
ResNet8x4 72.5

70.66 71.16 0.5
73.08 73.66 0.58
73.33 73.93 0.6

69.21 69.32 0.11
71.06 71.09 0.03
73.5 73.75 0.25

71.97 72.19 0.22
74.11 74.2 0.09
76.32 76.53 0.21

VGG13 7464 VGG8 70.36| 72.98 73.88 0.9|71.02 71.18 0.16| 74.68 74.99 0.31

Tab. 2 shows the knowledge distillation accuracy results on the CIFAR-100
dataset when the teacher and student models have different architectures. Similar
to the experiments in Table 1, in this experiment, we combine our method with
various other methods to demonstrate its effectiveness in heterogeneous settings.

Tab. 3 reports the Top-1 accuracy results on the ImageNet-1K dataset. The
experiments show that our method can also improve the accuracy of existing
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Table 2. Knowledge distillation results on CIFAR-100 datasets for models with differ-
ent architectures. A represents the improvement in accuracy compared to original

methods.

Teacher

Student

KD
vanilla +SRW A

DKD
vanilla +SRW A

WRN-40-2 75.61
VGG13 74.64
ResNetb0 79.34

ShuffleNet-V1 70.5
MobileNet-V2 64.6
MobileNet-V2 64.6

74.83 76.05 1.22
67.37 68.53 1.16
67.35 68.84 1.49

76.7 77.32 0.62
69.71 70.03 0.32
70.35 70.77 0.42

knowledge distillation methods on this dataset, demonstrating the effectiveness
of our approach on more challenging datasets.

Table 3. Knowledge distillation results on the ImageNet-1K dataset. A represents the
improvement in Top-1 accuracy compared to original methods.

KD
Teacher Student vanilla +SRW A
ResNet34 73.31| ResNetl8 69.75| 70.66 70.93 0.27

ResNetb0 76.16|MobileNet-V1 68.87| 68.58 69.08 0.50

Improvement on samples in the tail. To further demonstrate the effec-
tiveness of our method, Tab. 4 showcases the substantial improvements achieved
on the tail samples. According to our analysis, tail samples are those that ex-
hibit a relatively low average similarity to other samples. Given the computa-
tional burden of calculating average similarity across the entire validation set,
we design our evaluation method to operate within batches. Within each batch,
samples are ranked by their average similarity in descending order and those
ranked lower are considered tail samples. During evaluation, the batch size is set
to 64. The results indicate that our method significantly enhances the accuracy
for tail samples without compromising the accuracy of non-tail samples, thereby
improving the overall performance of the model.

Table 4. The improvement in accuracy across different samples when combining the
KD method with SRW. Within this experiment, the average similarity is calculated
within the same batch (with a batch size of 64), and those samples ranked lower are
considered tail samples. The experiment is conducted on CIFAR-100.

Teacher Student |Top 1-16 Top 17-32 Top 33-48 Top 49-64
ResNetb6  ResNet20 0.01 0.30 0.50 1.19
ResNet32x4 ResNet8x4| 0.04 0.33 0.82 1.21
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4.2 Results on CLIP

Introduction to CLIP. CLIP [24], or Contrastive Language-Image Pretrain-
ing, is a model released by OpenAl that aligns image and text features through
a contrastive learning method. The model consists of two branches: an image
encoder and a text encoder. It is widely applied in various multi-modal models.

Datasets. Referring to the experimental setup in [17], we use the CC3M [28]
dataset for distilling the CLIP model. This dataset contains image-caption pairs
and is used for training and evaluating image captioning systems, with approx-
imately 3.3 million images. Since the original dataset used for CLIP pretraining
is very large and we lack sufficient resources for training on such a scale, we use
this dataset for the preliminary validation of our method.

Implementations. Referring to the methods in [17] and [3], we only dis-
till the image encoder. In many computer vision tasks, we only need the pre-
computed text features outputted by the text encoder, such as in zero-shot image
classification, where it is not necessary to run the text encoder during each in-
ference. Therefore, compressing the text encoder is not required. Additionally,
some multi-modal models also need to align with CLIP’s image features [3]. We
use TinyViT [33] as the student model and the ViT-base version of CLIP as the
teacher model, aligning the outputs of the student model’s and teacher model’s
image encoder using MSE as the distillation loss function. After training, model
performance is evaluated by testing zero-shot image classification capability, us-
ing the ImageNet-1K dataset mentioned in Section 4.1.

We implement MSE-based knowledge distillation as a baseline. Different dis-
tillation methods use the same hyperparameter settings: a learning rate of 0.001,
a batch size of 1024, and 10 epochs of training.

Results. Tab. 5 presents the preliminary verification results of our method
on CLIP. The results show that the student image encoder pre-trained with
our method demonstrates better zero-shot classification capability. Due to the
smaller number of parameters in the student model and the smaller scale of the
pre-training data, we cannot fully achieve the same accuracy as the original ViT-
base. However, there is indeed an imbalance problem in the CLIP pre-training
data [32], and we believe that our method can alleviate the long-tail problem on
a larger-scale pre-training dataset.

Table 5. Preliminary experimental results of knowledge distillation on the CLIP model.
It shows the zero-shot accuracy on ImageNet-1k after using different knowledge distilla-
tion methods during pre-training. A represents the improvement in accuracy compared
to original methods.

Topl Topbd
MSE |21.80 47.62
+SRW|21.92 47.88

A 10.12 0.26
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Input Image SAM (ViT-H) MobileSAM

Fig. 3. Visualization of segmentation results. Red boxes indicate areas where our
method (MobileSAM+SRW) shows noticeable differences in segmentation results com-
pared to MobileSAM.

4.3 Results on Segment Anything

Introduction to SAM. The Segment Anything Model (SAM) [13] can seg-
ment corresponding objects based on prompts such as points, boxes, or masks
according to user intent. SAM consists of three modules: the image encoder, the
prompt encoder, and the mask decoder. The prompt encoder processes the in-
put prompts. These encoded prompts, together with the image features (image
embeddings) extracted by the image encoder, are fed into the mask decoder. Af-
ter applying post-processing steps like Non-Maximum Suppression (NMS) and
thresholding, we obtain the mask results.

Datasets. We conduct experiments using the SA-1B dataset [13]|, which
consists of 11 million high-resolution images and 1.1B high-quality segmentation
masks. Following the MobileSAM method, we use 1% of the data for training,
as lightweight models can converge on this data scale, and additional data does
not significantly improve the performance of model.

Implementations. MobileSAM [36] is a classic method for compressing
SAM, and we attempted to combine our method with it to enhance its per-
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formance. MobileSAM only compresses the image encoder. This method decou-
ples the image encoder and other modules, keeping the original mask decoder
and prompt encoder unchanged. It uses the image encoder of the original SAM
(ViT-H) as the teacher and Tiny-ViT as the student model. Using MSE as the
loss function, the student model learns the image embeddings outputted by the
teacher model.

Due to the lack of publicly available specific training details for Mobile-
SAM, including learning rate, optimizer, and specific data used, we reproduce
the method ourselves. Our experimental settings are as follows: using the AdamW
optimizer, setting the learning rate to 0.002, batch size to 64, and training for 8
epochs.

When applying our method to SAM, we perform weighting at the granularity
of image patches. We calculate the average similarity and weight across different
image patches within the same image, ensuring that image patches from different
images do not affect each other.

Results. In Tab. 6, we use the MIoU metric to show the performance dif-
ferences of MobileSAM before and after using the re-weighting method. Experi-
ments are conducted with multiple point prompts, such as 5x5, 16x16, or 32x32
points, to evaluate the capability of outputting multiple masks. As the number
of input points increases, the model is more likely to segment smaller objects.
MIoU is calculated using the prediction results of the original SAM (ViT-H) as
the ground truth. The experimental results show that combining our method
with MobileSAM can further improve its segmentation quality.

Table 6. Knowledge distillation results on the SAM. MIoU is calculated using the
output of the original SAM (ViT-H) as ground truth. The numbers 5x5, 16x16, and
32x32 points refer to the number of point inputs to the prompt encoder to segment
multiple objects. A represents the improvement in MIoU compared to original methods.

Method |5x5 points 16x16 points 32x32 points
MobileSAM| 72.66 73.53 73.42
+SRW 73.33 74.17 74.05
A 0.67 0.64 0.63

The MIoU metric may not fully capture the improvement in segmentation
quality for finer details, so we also analyze the performance improvement by
visualizing the segmentation results. In Fig 3, we use red boxes to highlight
areas where there are noticeable differences between our method and Mobile-
SAM in the segmentation results. Overall, after using the re-weighting method,
MobileSAM recalls more small targets and refines the edge segmentation.

Visualization of weights. This section presents some interpretability anal-
ysis by visualizing which regions of the image our method assigns higher weights
to. Fig 4 shows a heatmap that illustrates the weights assigned to different
patches within an image in the loss function. The weight increases as the color
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Fig. 4. Visualization of weights for different areas in images. In the heatmap, red
indicates higher weights, and blue indicates lower weights. The additional parts in
the heatmap compared to the original image are patches added by SAM to standardize
the number of image patches.

shifts towards red and decreases as it shifts towards blue. The visualization re-
sults show that our method tends to assign higher weights to small objects, and
within the same object, the edges receive higher weights than the interior. This
aligns with the common understanding of tail samples in segmentation tasks:
small objects and edges are relatively tail samples. In addition, the image em-
beddings typically include extra parts compared to the original image. These
are additional image patches added by the SAM image encoder to standardize
image sizes. From the visualization results, we can see that our method assigns
lower weights to these unnecessary image patches as well.

4.4 Ablation Study

In this section, we will demonstrate the effectiveness of each step in our method
through ablation experiments, including (1) the effectiveness of the re-weighting
method, (2) the setting of the hyperparameter 7, and (3) the effectiveness of the
method for calculating normalized weighting values. Due to the large number of
experiments involved, it is not possible to present all the ablation study results
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in the main text. We primarily showcase the experimental results on the CIFAR-
100 dataset.

The effectiveness of the re-weighting method. This section mainly
demonstrates the effectiveness of the re-weighting method that assigns higher
weights to tail samples. We need to compare this with the method that assigns
higher weights to non-tail samples (Reversing). Reversing specifically refers to
the softmax function in Equation 5 without the negative sign inside. The results
in Tab. 7 show that our method outperforms the Reversing methods, indicating
that it is indeed necessary to preferentially enhance the learning of tail samples.

Table 7. The effectiveness of the re-weighting method. Reversing means assigning
greater weights to non-tail samples, which is the opposite of our method. This experi-
ment is conducted on the CIFAR-100 dataset.

Teacher Student |Reversing Ours
WRN-40-2|ShuffleNet-V1| 75.59 76.05
VGG13 |MobileNet-V2| 67.78 68.53

The setting of the hyperparameter 7. This section focuses on the im-
portance of hyperparameter 7 in our approach. Tab. 8 reports the optimal 7 we
found for different experimental settings. It can be seen that 7 has a significant
impact on the accuracy of the student model. Setting it too small or too large
will result in excessively strong or weak weighting of the tail samples, leading to
a decrease in the overall performance of the model.

Table 8. The setting of the hyperparameter 7. This experiment is conducted on the
CIFAR-100 dataset.

Teacher Student 05 06 07 08 09 1.0
WRN-40-2|ShuffleNet-V1{76.03 75.56 76.05 75.63 75.96 75.71
VGG13 |[MobileNet-V2|68.13 68.01 68.17 67.88 68.04 68.53

The effectiveness of the method for calculating normalized weight-
ing values. This section discusses the necessity of using the softmax function
to calculate normalized weights. We design a normalization method for compari-
son, as shown in Equation 7. This method involves summing the values and then
dividing by the sum to obtain the normalized weights. The subtraction of x,,;,
in the formula is to avoid negative numbers. In our experiments, this method is
referred to as SumNormalizer. The results in Tab. 9 show that softmax not only
has the advantage of determining outputs based on relative values, but its ability
to flexibly control weighting strength through 7 is also a significant advantage.
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_ (33 - xmin)
Lnorm = Zj (l'j — l'min) (7)

Table 9. The effectiveness of the method for calculating normalized weighting values.
SumNormalizer is the normalization method we use for comparison, as defined in Eq.
7. This experiment is conducted on the CIFAR-100 dataset.

Teacher Student SumNormalizer Ours
WRN-40-2|ShuffleNet-V1 75.32 76.05
VGG13 |MobileNet-V2 68.05 68.53

5 Conclusion and Limitations

Through our analysis, we find that knowledge distillation essentially involves
learning the teacher’s feature distribution. Generally, the more accurately the
feature distribution is learned, the better the performance of the student model.
However, this learning process encounters a sample-wise long-tail problem: the
sampled features based on the training dataset are imbalanced, with denser
regions of sampling resulting in better distribution learning and sparser regions
resulting in poorer learning. Therefore, we propose a simple yet effective method
to mitigate this issue. By calculating the average similarity between features, we
can identify tail samples from sparsely sampled regions and propose a sample-
wise Re-weighting (SRW) method to enhance the learning of these tail samples.
Experiments on image classification models, CLIP, and SAM all demonstrate
that our method can be combined with existing knowledge distillation methods
to further improve the performance of the compressed models.

The main limitation of our method is that it only analyzes the sample-wise
long-tail problem. Other factors affecting the effectiveness of knowledge distil-
lation algorithms, such as temperature settings and algorithm optimization, are
not deeply explored in our study and are not directly related to our topic. How-
ever, considering more factors comprehensively could indeed further improve
accuracy. Additionally, how this method can be applied to generative models
such as large language models and diffusion models is also a question worth
further investigation.
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