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1 Confusion Matrix

Table 1 reports our NC/MCI/AD multi-classification performance on AIBL test
dataset.

Table 1. Confusion matrix.

Actural
Predicted NC MCI AD

NC 181 13 6
MCI 40 156 4
AD 19 33 148

2 Ablations on the choice of image encoders

To assess the versatility of our method, we employ two distinct ViT image en-
coders: image encoder from EVA-CLIP and image encoder from BioMedCLIP [2].
As shown in Tab 2, the performance differences between two image encoders
are marginal, illustrating that our method is agnostic to the choice of image
encoders.

Table 2. Ablation on image encoders.

AIBL MIRIAD
EVA-CLIP 80.8% 71.0%

BioMedCLIP 80.6% 71.4%



2 Chen and Hong

3 Adding SOTA baseline

We compare our method with recent peer reviewed work Phi-2 [1] on AIBL and
MIRIAD dataset.

Table 3. Quantitative comparison.

Methods LM size Learn AIBL MIRIAD
Phi-2 Text only

2.7B
- 69.8% 54.3%

Ours w/ Phi-2
Frozen 151M 78.3% 72.7%
LoRA 159M 81.3% 74.6%
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