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Supplementary

Firstly, we introduce more details on the training process of our RDSR method,
including hyperparammeter settings such as learning rate and the weights of
the loss functions. Next, we explore the concept of designing a downsampling
network. After that, we discuss further details about our reference add-on module
based on ZSSR methods and our auto-selection reference image method. Finally,
we present more visual results in Fig. [I] and Fig.

1 Training Details of RDSR

As mentioned above, the initial learning rate of downsampler G4, and upsampler
Gup are 2x 1073 and 1x 1072, respectively. Additionally, the initial learning rates
of the degradation estimator Fj, g and the discriminator D,,, is 5 x 1075 and
1 x 1072, respectively. Since our downsampling network is trained from scratch,
we set a higher learning rate for it, and the upsampling network G, which
includes both the degradation estimator E}, 1, g and upscaler, is set for a lower
initial rate.

Refer to previous research [2,5,/7], loss functions such as reconstruction loss,
perceptual loss, and adversarial loss are commonly used in super-resolution task.
Here we applied Lohary and L4, and set the same value 1 for Charbonnier
loss |4] and perceptual loss [3], taking into account the similarity of the pixel
values and the perceptual similarity. Furthermore, we adopted the adversarial
loss Lgqrn for the discriminator D,,;, as mentioned in section 3.3. Both L4,, and
L,44 encourage our networks to produce more visually pleasing results.

2 Criteria for Final Result

During the Fine-tune Phase of our training, we conduct the evaluation process
every 50 iterations to determine the optimal image for our training purposes.
Specifically, we compute the cycle consistency loss for the entire input image.
Additionally, we calculate BRISQUE [6], a no-reference quality assessment, on
both our SR output image and the super-resolution (SR) image generated by a


https://orcid.org/0009-0006-7327-9016
https://orcid.org/0009-0000-2384-284X
https://orcid.org/0009-0007-9925-9504
https://orcid.org/0009-0000-1101-8431
https://orcid.org/0000-0002-1352-4853
https://orcid.org/0000-0002-4382-5083

2 Phu Do, Chih Hu et al.

pre-trained model at Initial Phase. If the cycle consistency loss is minimized and
the score obtained from our SR output image surpasses that of the SR image,
we preserve the image as our output result. This mechanism acts as a precau-
tionary measure against the inclusion of corrupted images from our SR network.
Conversely, if we fail to identify a superior image during the evaluation stage, we
retain the original image as the output result. In our experiments, approximately
6.5% of output images remain unchanged by our method, indicating that certain
cases cannot be enhanced by our techniques.

3 Design of Downsampling Network

We adopt the methodology of Kernel GAN [1] to formulate our downsampling
network. This framework enables the extraction of an explicit kernel from the
weights of deep linear networks, allowing for the direct computation of the kernel
prior from downsampling networks G,,. For instance, we utilize the architecture
of Gy, resembling Kernel GAN |[1], comprising 5 linear convolutional layers with
the first 3 filter are 7, 5, and 3, and the rest are 1. Consequently, this setup
yields an explicit kernel with a receptive field size of 13, indicating the network’s
ability to accommodate linear degradation processes within a kernel size of 13.
Hence, if the kernel size of the input low-resolution (LR) image exceeds 13 x 13,
it is advisable to adjust the architecture of Ggy,.

The downsampling network can be trained using either supervised or unsu-
pervised methods. In the supervised method, akin to Section 3.2, G4, is trained
directly with high-resolution (HR) images from a pre-trained model. Conversely,
the unsupervised method, exemplified by KernelGAN |[1] as utilized in the refer-
ence add-on module based on ZSSR, provides an alternative approach consider-
ing various degradation conditions or image characteristics. In our experimental
in section 4.4, we have determined that the supervised approach outperforms
the unsupervised one. Hence, we opt to train the downsampling network Gy,
directly, based on this rationale.

4 Training details of Reference Add-on Module

We will provide more details on how to integrate our reference add-on module
into DualSR, as mentioned previously. Similar to RDSR method, our process
includes Initial Phase and Fine-tune Phase. Initially, we refrained from directly
activating the reference add-on module and instead ran pure DualSR for a set
number of iterations to obtain the preliminary degradation process specific to
the input target image. Enabling the reference branch from the start could po-
tentially introduce a distinct degradation process compared to the input target
image due to the intervention of the reference branch. In our implementation,
the Fine-tune Phase begins at 1000 iterations and concludes at 2500 iterations,
resulting in a total of 3000 training iterations. Notably, through monitoring the
DualSR training process, we observed that the degradation kernel stabilizes af-
ter 1000 training iterations, leading us to select 1000 iterations for the Initial
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Phase. Additionally, we provide supplementary visual results utilizing the refer-
ence add-on module based on DualSR, as depicted in Fig. [2]
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Fig. 1: Qualitative comparison of the RDSR based on "Blind Super Resolution"
method with the isotropic kernel at scale x2.




4 Phu Do, Chih Hu et al.

Fig. 2: Qualitative comparison of DualSR with the reference add-on module at
scale x2.
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5 Detail of Auto-select Reference Image Method

The auto-selection method process is summarized in Algorithm [1 We split the
RGB channels from the images and calculate the mean values for the input
target image. Then the mean for each reference image is to compute MSE with
the input target images. Finally, we sort and take the top few reference images as
our selection result. Using this approach, we have the ability to choose reference
images from a pool of high-resolution images, surpassing the efficacy of random
selection.

Algorithm 1 Reference images selection from a HR collection
Input: Xr.r, Refiir = {R1, R2, ..., Ry}
Output: Ref.c = {Ri—mse, R2—mse; .-y Rn—mse }

I: Refrse = {}

2: X,, X4, X, = split_channel(X.r)

3 X, Xy, Xp = mean(X,, Xy, Xp)

4: for 1 + 1 ton do

5: R;—r, Ri—g4, Ri_y = split_channel(R;)

6: Ri_r, Ri_g, Rifb — mean(Ri_r, Ri_g, R—L;b)
T R — (%o — T+ (X~ Frg)? + (Ko — Fica)?
8: Refrse ¢ Ri—mse

9: end for

10: sort(Refse)

11: return Refo, e
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