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1 Data stream

In this section, we describe the details of the data streams used in the evaluation
experiments. The datasets used were CIFAR-10, CIFAR-100 [5], ImageNet-100
[2], and CORe50 [6], and the data stream was created following [10]. A data
stream is created by dividing the dataset into separate subsets for each task
and connecting them. Note that all scenarios used in the evaluation experiments
are class-incremental scenarios [9], where tasks represent different data distribu-
tions. The classes included in each task are different, and the data distribution
changes as the task progresses. The following subsections describe the Sequen-
tial, Sequential blurred boundaries, and Sequential imbalance data streams that
were created.

1.1 Data stream setting

Sequential data stream. The Sequential data stream (Seq) is a data stream
with progressively increasing classes. The settings for each dataset are shown
in Table 4. In each dataset, the number of data per class is uniform, and the
number of data included per task is the same.

Table 1: Sequential stream

Number of data Number of classes Number of Tasks

/ class / task / task / stream

CIFAR-10 5,000 5,000 1 10 10

CIFAR-100 500 2,500 5 100 20

ImageNet-100 1,200 12,000 10 100 10

CORe50 3,000 3,000 1 50 50
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Table 2: Sequential blurred boundaries stream

Number of data Number of classes Number of Mixing Ratio of

/class /task /task /stream tasks Task Boundaries

CIFAR-10 5,000 5,000 1 10 10 0.25

CIFAR-100 500 2,500 5 100 20 0.25

ImageNet-100 1,200 12,000 10 100 10 0.25

Table 3: Sequential imbalance stream

Number of data Number of classes Number of tasks

/class /task /task /stream

CIFAR-10 5,000 or 2,500 5,000 or 2,500 1 10 10

CIFAR-100 0 ∼ 500 2,500 or 1,200 5 100 20

ImageNet-100 0 ∼ 1,200 12,000 or 6,000 10 100 10

Sequential blurred boundaries data stream. The Sequential Blurred Bound-
aries data stream (Seq-bl) is a data stream with ambiguous task boundaries. The
settings for each dataset are shown in Table 2. The Mixing Ratio of Task Bound-
aries is the ratio of mixing the data of task t with the data of task t+1. Settings
such as the number of data and classes are the same as for the Sequential data
stream. The difference from the Sequential data stream is that the Mixing Ratio
of Task Boundaries is set to 0.25. Seq-bl blurs task boundaries by mixing the
last 25% data in task t with the first 25% data in task t+ 1.

Sequential imbalance data stream. The Sequential Imbalance data stream
(Seq-im) is a data stream that contains an unbalanced number of data per task.
The settings for each dataset are shown in Table 3. The number of data varies
from task to task, making the change in data distribution irregular.

2 Implementation Details

2.1 Implementation Details of conventional method

We describe the establishment of baselines used in the evaluation experiments.
For these experiments, we use the conventional methods MinRed [7], SCALE
[10], and EMP-SSL [8] as baselines. Each method uses ResNet-18 [4] with 512
output dimensions as the network. The hyperparameters used for training each
method are shown in Table 4. Hyperparameters and data augmentations not
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Table 4: Hyperparameters of baseline

Parameter Explain Value

lr
Learning rate (MinRed, SCALE) 0.03

Learning rate (EMP-SSL) 0.01

b Batch size for data stream and replay buffer 100

K

Rehearsal iterations (EMP-SSL) 3

Rehearsal iterations (SCALE) 20

Rehearsal iterations (MinRed) 40

|M| Buuffer size 1,024

shown in Table 4 follow the implementation details of each paper. In the evalua-
tion experiments, the conventional methods are trained with the above settings
unless otherwise noted.

2.2 Implementation Details of proposed method

The setup of the proposed method used in the evaluation experiment is described
as follows. The proposed method uses ResNet-18 with 512 output dimensions as
the network. A projector with a hidden layer dimension of 4,096 and an output
layer of 1,024 is connected behind ResNet-18. The proposed method uses LARS
as the optimization method, setting η to 0.005 and weight decay to 1e-4.

Hyperparameter. The basic hyperparameter settings used for training the
proposed method are shown in Table 5. The hyperparameters of the proposed
method in the evaluation experiments follow Table 5 unless otherwise noted.

Data Augmentation. The data augmentations used in the proposed method
are the same as those used in VICReg [1] and BYOL [3]. The following operations
are performed sequentially to generate N views.

– Random cropping with an area uniformly sampled with a size ratio of 0.25.
The cropped images are resized to 32×32 for CIFAR, 128×128 for CORe50,
and 224× 224 for ImageNet-100.

– Random horizontal flip with a probability of 0.5.
– Color jitter with brightness 0.4, contrast 0.4, saturation 0.4, and hue 0.2,

applied with a probability of 0.8.
– Grayscale with a probability of 0.2.
– Gaussian blur with a probability of 0.1.
– Solarization with a probability of 0.1.
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Table 5: Hyperparameters of proposed method

Parameter Explain Value

lr Learning rate 0.01

N Number of crops 20

b Batch size for data stream and replay buffer 100

λ Weights for Multi-Crop Contrast loss 200

τ Temperature for Multi-Crop Contrastive loss 0.07

K Rehearsal iterations 3

|M| Buuffer size 1,024

α Moving average coefficient 0.5
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Fig. 1: Number of data in buffer at the end of Seq-CIFAR10 training when only
the data selection method is changed. The buffer size is 1,024.

3 Ablation Study

3.1 Data Selection

We investigate the effectiveness of the proposed method of selecting data to be
stored in the replay buffer using average features. Figure. 1 shows the comparison
results between using Cosine similarity of the average feature and MinRed as the
data selection method. From Figure. 1, we see that the proposed data selection
method keeps a greater variety of data in the buffer. Therefore, we believe that
retaining knowledge learned in the past using data in the buffer is easier than
with the MinRed data selection.

3.2 TCR Loss

An accuracy comparison on Seq-ImageNet-100 without TCR Loss is shown in
Table 6. The effectiveness of introducing TCR Loss is confirmed by the fact that
removing TCR Loss shows a decrease in accuracy, as shown in Table 6.
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Table 6: TCR Loss ablation study
w/ TCR Loss w/o TCR Loss

Ours 25.81 23.19
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