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Abstract. In this supplementary material, we provide the motivation
for our approach and in-depth explanations of our proposed method with
detailed pseudo-code. Additionally, we include extensive qualitative re-
sults with visualizations.

1 Details of the Proposed Method

1.1 Channel-wise Dilated Convolution

This section provides the motivation and detailed implementation of our pro-
posed convolutional encoder, referred to as Channel-wise Dilated Convolution
(CDConv). We aimed to increase the multiscale capacity to enhance fine-
grained feature recognition while following the MobileNet [4] blocks for our first
and second encoder blocks. Previous studies have suggested methods that com-
bine convolution layers with various dilation rates to increase the multiscale
capacity [1, 13, 5]. However, since shallow layers primarily handle low-level fea-
tures such as edges and textures, which do not require the complex processing
capabilities of a heavy encoder, this can result in unnecessary redundancy from
the perspective of the feature map at the initial stages of the network.

To provide multiscale awareness while reducing unnecessary redundancy, we
design a method that applies different dilation rates to each channel for con-
volution, rather than concatenating the outputs of multiple convolution layers
with various dilation rates in the shallow layers. Determining the criteria for
applying different dilation rates to each channel becomes crucial in this context.
The importance of a specific channel indicates the significance of the features
it represents. Generally, a narrower receptive field is more effective for captur-
ing detailed information in important channels, while a wider receptive field is
more efficient for capturing global features in less important channels. There-
fore, we propose adjusting the dilation rates based on the importance of each
channel: increasing the dilation for less important channels to capture more spa-
tial information and decreasing it for more important channels to capture more
regional information. Specifically, we use the Efficient Channel Attention (ECA)
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module [11] to compute channel attention. We then segment the channels based
on the magnitude of the attention values, assigning smaller dilations to chan-
nels with higher attention values. This method is implemented as described in
Algorithm 1.

Algorithm 1 Channel-wise Dilated Convolution
Input : F 2 RB�C�H�W

Output: ~F 2 RB�C�H�W

B;C;H;W  shape(F )
~F  zeros_like(F )
G GAP(F) . Global Average Pooling
a AdaptiveKernel(G) . Adaptive selection of kernel size
a sigmoid(a) . Sigmoid to get attention score

for c 1 to C do
if a[c] > �1 then

dc  1
else

if �1 � a[c] > �2 then
dc  �1

else
dc  �2

end
end

end
for b 1 to B do

for c 1 to C do
~F [b; c; :; :] DC(F [b; c; :; :]; dc)

end
end
return ~F

The conventional approach of concatenating results from multiple convolu-
tions typically involves linear projection to adjust dimensions and resolution. In
contrast, our method applies convolutions to features masked based on dilation
criteria and then simply sums the results, eliminating the need for a linear layer
and reducing the computational cost. This approach, equivalent to performing a
single convolution operation from the feature map’s perspective, reduces unnec-
essary redundancy. Consequently, CDConv was used to replace the depthwise
convolution in MobileNet blocks.

Previous studies like SCA-CNN [2], CBAM [12], and GLAM [9] have uti-
lized both channel and spatial attention for image understanding. Our method
differs by adjusting local context enhancement based on channel importance
derived from channel attention, allowing for more precise and efficient spatial
feature capture. We empirically demonstrate our approach’s effectiveness with
improved performance. However, further research and continuous implementa-
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tion of channel-based dilation adjustments, rather than discrete ones, could un-
cover additional enhancement opportunities yet to be explored.

1.2 Spatial Context-Aware Local Attention

In this section, we describe the motivation and detailed implementation of our
proposed local self-attention mechanism, Spatial Context-Aware Local Attention
(SCALA). Recent high-performing ViT-based models [8, 10] have all utilized
atrous convolution to enhance the quality of local features before embedding
them into a global vector. In contrast, our approach departs from this method
by employing window attention to perform self-attention within a limited region.
This allows for a better understanding of the context within regional areas.

Algorithm 2 Spatial Context-Aware Local Attention
Input : F 2 RB�C�H�W

Output: ~F 2 RB�C�H�W

B;C;H;W  shape(F )
~F  zeros_like(F )

Function MCK(X):
X1  DC(X, 1) . Convolution with 3 by 3 region
X2  DC(X, 2) . Dilated convolution with 5 by 5 region
X3  DC(X, 3) . Dilated convolution with 7 by 7 region
X  Proj(concat(X;X1; X2; X3))
return X

Function SCALA(F):
Q;K; V  WindowSplit(Proj(F)) . Reshape feature for local attention
Q Reshape(MCK(Reshape(Q))) . Apply Multiscale Context Kernel
a TiledMatMul(Q;K) . Mat-mul operation in fixed window size
a a + relative bias . Put positional bias
a softmax(a) . Softmax to get attention score
a Dropout(a; attention dropout rate)
F  TiledMatMul(a; V ) . Get attentive feature
F  Reshape(Proj(F))
F  Dropout(F;proj dropout rate)
return F

for b 1 to B do
for c 1 to C do

shortcut F [b; c; :; :]
F [b; c; :; :] Norm(F [b; c; :; :])
~F [b; c; :; :] SCALA(F [b; c; :; :]) . Operated by CUDA extension
~F [b; c; :; :] shortcut+ ~F [b; c; :; :]
~F [b; c; :; :] ~F [b; c; :; :] + MLP(Norm( ~F [b; c; :; :]))

end
end
return ~F
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Fig. 1: Qualitative results with different local self-attention: For each image, the
classification activation map is visualized together.

We followed the previous method [3] by performing attention updates within
fixed regions. However, unlike prior work, we enhance the spatial context aware-
ness of key features. This approach allows us to consider a broader range than
the window area where the attention weight is applied to the value. To achieve
spatial feature enhancement for the key, we designed a lightweight version of
atrous convolution, called the Multiscale Context Kernel (MCK). This was im-
plemented similarly to the method used in the encoder of CRN [5]. The specific
operation is detailed in the following Algorithm 2.

Our approach was implemented using the tiled self-attention method from
the CUDA extension NATTEN, released by NA [3], to perform the key-query
operation and the weight-value operation. This method utilizes CUDA to allo-
cate and use shared memory, enabling matrix multiplication within the window
size. Tiled local self-attention operates by first dividing the input data into small,
fixed-size tiles. This allows each thread to read adjacent data cells from global
memory and store them efficiently in shared memory. Within each tile, the key-
query-value computations are then performed in parallel, leveraging the speed of
shared memory access. The attention scores are computed and subsequently nor-
malized using the softmax function. Finally, these normalized attention scores
are employed to compute the weighted sum of the value tiles, resulting in the
final output. This method significantly enhances computational efficiency and
memory usage, facilitating faster and more scalable attention mechanisms.

Fig. 1 visualizes the final classification activations of each network when using
the baseline NA and our implemented SCALA method. It can be observed that
the proposed method captures more critical points, resulting in improved Top-5
retrieval performance.
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Fig. 2: Top-10 retrieval results for Pantheon with R101-SENetcls, R101-
MadaCos, and ULTRON-B.

2 Additional Retrieval Results Analysis

We show qualitative results for additional challenging queries, comparing our
proposed model with the previous state-of-the-art models [6, 14].

In Fig. 2, the Top-10 retrieval results for the night-time landmark query us-
ing the models R101-SENetcls, R101-MadaCos, and ULTRON-B are presented.
These results illustrate examples where even recent state-of-the-art models, such
as SENet and MadaCos, struggle to perform robustly with night-time images.
Recently, a GAN-based synthetic-image generator [7] was proposed to improve
retrieval performance for night-time query images by converting day-time images
into night-time images for training. Our proposed model demonstrates excellent


