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1 Appendix

In the appendix, we present the generated font images of unseen styles by FGTr
for an ancient Chinese poem under a 10-shot setting; please refer to Fig. 2. These
stylistic differences are manifested in the thickness, transition, and connection
of strokes, and the spatial arrangement of components and radicals.

Additionally, we employ FGTr to produce a longer piece of traditional Chi-
nese educational material, encompassing 1416 characters and 118 styles—including
seen and unseen—randomly selected from our collected dataset; please refer to
Fig. 3 and 4.

We provide network architectures of Style/Content Encoder and Decoder
of our FGTr in Table. 2 and Table. 3, as a supplement to the implementation
details in manuscript. Please note that the code utilized in this study is subject
to copyright restrictions and, as such, cannot be made publicly available at the
moment. We apologize for any inconvenience that may cause and appreciate your
understanding.

1.1 Discussion

How LSAM works? We visualize the Effective Receptive Fields (ERF) of
FGTr-1 (without LSAM) and FGTr-2 (with LSAM). The receptive field of four
blocks is calculated using the absolute value of the gradient of the feature map’s
center location to the input. Results are averaged across all channels in each map
for 128 randomly selected font images. According to the visualization results in
Fig. 1, LSAM enhances the attention between adjacent patches.

Effectiveness of AGM? We store content features Ic of real font images in
the training dataset for content similarity scoring. When only one style-reference
image is available, AGM still uses the confidence Sconf and content similarity
Sc
sim to score multiple generated glyphs (by inputting the unique style-reference

image Is and multiple content images {Ic}n) and select the best one.
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Runtime of FGTr and baselines? We apply our proposed FGTr and the
baselines to generate 10, 000 font images online and record the average time taken
for each image. The results are shown in Table 1. Although FGTr contains many
self-attention layers, the speed of self-attention operators is not slow. Therefore,
FGTr demonstrates a good balance between runtime and generation quality.

Fig. 1. Effective Receptive Fields of FGTr-1 (w/o LSAM) and FGTr-2 (w/ LSAM).
(Left) Style Encoder. (Right) Content Encoder.

Table 1. Average runtime of FGTr and baselines over generating 10, 000 font images.

Runtime DG-Font CF-Font FGTr

seconds (per image) 0.032 0.014 0.023
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Fig. 2. 10-shot font generation results for an ancient Chinese poem with 10 different
unseen styles using FGTr.
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Fig. 3. 10-shot font generation results (Part I) for a traditional Chinese educational
material using FGTr, consisting of 1416 characters and 118 seen and unseen styles.
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Fig. 4. 10-shot font generation results (Part II) for a traditional Chinese educational
material using FGTr, consisting of 1416 characters and 118 seen and unseen styles.
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Modules Operation Components

Input Image Input Resize, Normalize

Patch Embedding Embedding Reshape, Conv2d, Position

2 × Encoder Block
Attention LayerNorm, Self-Attention(LSAM)

MLP LayerNorm, Linear, GELU, Linear

Downgrade Layer Downgrade Reshape, LayerNorm, Linear

2 × Encoder Block
Attention LayerNorm, Self-Attention(LSAM)

MLP LayerNorm, Linear, GELU, Linear

Downgrade Layer Downgrade Reshape, LayerNorm, Linear

6 × Encoder Block
Attention LayerNorm, Self-Attention(LSAM)

MLP LayerNorm, Linear, GELU, Linear

Downgrade Layer Downgrade Reshape, LayerNorm, Linear

2 × Encoder Block
Attention LayerNorm, Self-Attention(LSAM)

MLP LayerNorm, Linear, GELU, Linear

Classifier Classify LayerNorm, Linear

Table 2. Network architecture of Style/Content Encoder. An encoder contains four
groups of Blocks, with quantities of [2, 2, 6, 2], and the dimensions of the activation
values are [192, 384, 768, 1536], respectively. A Downgrade Layer is inserted between
two groups of Blocks for dimensionality increase.
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Modules Operation Components

Sequences Concat Concat Concat

3 × Merging Block
Attention LayerNorm, Self-Attention(LSAM)

MLP LayerNorm, Linear, GELU, Linear
Skip-Connection LayerNorm, Linear

2 × Decoder Block
Attention LayerNorm, Cross-Attention(LSAM)
Attention LayerNorm, Self-Attention(LSAM)

MLP LayerNorm, Linear, GELU, Linear

Upgrade Layer Upgrade Reshape, LayerNorm, Linear

6 × Decoder Block
Attention LayerNorm, Cross-Attention(LSAM)
Attention LayerNorm, Self-Attention(LSAM)

MLP LayerNorm, Linear, GELU, Linear

Upgrade Layer Upgrade Reshape, LayerNorm, Linear

2 × Decoder Block
Attention LayerNorm, Cross-Attention(LSAM)
Attention LayerNorm, Self-Attention(LSAM)

MLP LayerNorm, Linear, GELU, Linear

Upgrade Layer Upgrade Reshape, LayerNorm, Linear

2 × Decoder Block
Attention LayerNorm, Cross-Attention(LSAM)
Attention LayerNorm, Self-Attention(LSAM)

MLP LayerNorm, Linear, GELU, Linear

Output Image Output LayerNorm, Linear, Tanh

Table 3. Network architecture of Decoder, which uses the concatenated style and
content sequences as input. Three Merging Blocks’ output activation dimensions are
[3072, 1536, 1536]. A decoder contains four groups of Blocks, with quantities of [2, 6, 2,
2], and the dimensions of the activation values are [1536, 768, 384, 192], respectively. An
Upgrade Layer is inserted between two groups of Blocks for dimensionality reduction.
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