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1 Additional Implementation Details

Masked Point Modeling Reconstruction Loss: For the masked autoencoder
(MAE) loss (i.e., Lrecon), we use the ℓ2 Chamfer-Distance [3] following [7]. Let
R ≡ RP(g1ϕ(z1)) and G ≡ X be the reconstructed point clouds and ground truth
point clouds, respectively. The reconstruction loss Lrecon can be written as:

Lrecon =
∑ 1

|R|
∑
re∈R

min
gt∈G

∥re− gt∥22 +
∑
gt∈G

min
re∈R

∥re− gt∥22

 . (1)

Detailed Training configurations: We also provide the detailed training
recipes for both the pre-training and downstream fine-tuning of our Point-CMAE
in Tab. 1. Similarly to ACT [2] or Recon [10], we adopt two kinds of augmentations
(i.e., Scale&Translate and Rotation) in this work for pre-training and classification
on ShapeNet [1] and ScanObjectNN [11] datasets, respectively.

2 Discussions and Additional Experiments

Differences to other related work. Integrating classic CL (i.e., MOCO,
BYOL) and MAE for point clouds with ViTs is challenging because MAE is
transformation-sensitive but CL needs well-designed transformation [10]. Though [12,
14] have explored this integration, our approach uniquely embeds CL within
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Table 1: Training recipes for pre-training and downstream fine-tuning.

Pre-training Classification Segmentation

Config ShapeNet [1] ScanObjectNN [11] ModelNet [13] ShapeNetPart [15]

optimizer AdamW AdamW AdamW AdamW
learning rate 1e-3 5e-4 5e-4 1e-4
weight decay 5e-2 5e-2 5e-2 5e-2
learning rate scheduler cosine cosine cosine cosine
training epochs 300 300 300 300
warmup epochs 10 10 10 10
batch size 128 32 32 16
drop path rate 0.1 0.1 0.1 0.1

number of points 1024 2048 1024 2048
number of point patches 64 128 64 128
point patch size 32 32 32 32

augmentation1 Scale&Trans Scale&Trans Scale&Trans -
augmentation2 Rotation Rotation Scale&Trans -

GPU device 1 A100 (40G) 1 A100 (40G) 1 A100 (40G) 1 A100 (40G)

MAE without relying on carefully designed heavy data augmentation, making
our method both valuable and distinct. Though Point-CMAE and [12,14] both
use MAE and contrastive learning (CL), their design logic is fundamentally
different: CL in [12] relies on heavy data augmentation and point matching to
build contrastive pairs, while [14] models contrastive constraints through spatial
consistency in unmasked areas. In contrast, Point-CMAE constructs contrastive
pairs within the MAE framework itself, ensuring co-masked point patches are
as close as possible at the feature level. The CL in [6] and our method differ
notably. i) [6] needs different data augmentation for two views for construction
contrastive pairs while ours digging out CM within MAE (by ensuring co-masked
point patches are close at the feature level). ii) [6] applies CL before the decoder,
while we introduce CL after it. These make our method simple and effective,
without complex designs or numerous hyper-parameters.
Complex Real-World Performance. To validate the performance of the
proposed Point-CMAE in a more complex level real-world setting, we fine-tune
the pre-trained Point-CMAE model on the S3DIS (Aera 5) dataset, and the
results are shown in Tab. 2. It shows that the proposed method also archives
better performance in complex real-world experimental scenes.
Reconstruction Results. We also provide the visual results of the reconstructed
point cloud via the MAE strategy.

3 Limitation and Future Works

While the proposed Point-CMAE achieves competitive results across various
downstream tasks, it does not incorporate the multi-modal information commonly
used in recent research. Future work should explore extending Point-CMAE to
integrate additional modalities, such as images and depth maps, to potentially
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Fig. 1: The reconstructed visual results of the proposed Point-CMAE.

Table 2: Semantic segmentation results on S3DIS Area 5. We report the mean
IoU(%) and mean Accuracy(%).

Methods Pretraining mIoU (%) ↑ mAcc (%) ↑

PointNet [8] × 41.1 49.0
PointNet++ [9] × 53.5 -
PointCNN [4] × 57.3 63.9

Point-BERT [16] ✓ 68.9 76.1
MaskPoint [5] ✓ 68.6 74.2
Point-MAE [7] ✓ 68.4 76.2
Point-CMAE (Ours) ✓ 69.8 77.0

enhance its performance. Additionally, the current work employs the same mask
ratio for both masks. Investigating the impact of varying the mask ratios could
provide deeper insights into the invariance properties of Vision Transformers
(ViTs) for point cloud representation learning. This could further refine our
understanding and improve the model’s robustness and generalization capabilities.
Besides, exploring SSL with large-scale point clouds is an interesting related area
that we would like to explore as well as one of the future directions.

4 Broader Impact

Our research introduces Point-CMAE, an innovative approach integrating con-
trastive learning with masked autoencoder pre-training for Vision Transformers
in 3D point cloud data. This advancement enhances 3D object recognition and
segmentation, improving applications like autonomous driving and robotics while
promoting data efficiency, and making robust models feasible even with limited
labeled data. The techniques developed can inspire innovations in other domains,
fostering cross-disciplinary advancements. By releasing our code, we contribute
to the open-source community, facilitating collaboration and reproducibility.
Point-CMAE also serves as a valuable educational resource, while its ethical
application can enhance societal benefits.
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