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Section 1 provides details information on the datasets, and Section 2 presents
more quantitative and qualitative results on Oxford Robotcar.

1 Datasets

1.1 Oxford RobotCar

The Oxford RobotCar dataset is a large-scale driving dataset captured in vari-
ous driving scenarios at different times throughout the day [8]. Following Night-
DepthADFA [9], we utilize the left images collected by the front-view trinocular
stereo camera (Bumblebee XB3) of two daytime and nighttime sequences "2014-
12-09-13-21-02" and "2014-12-16-18-44-24" for training, respectively. We follow
ADDS-DepthNet’s [6] splits and data setup with 21,932 daytime and 22,811
nighttime training images. The testing data includes 451 daytime images and
411 nighttime images from the other splits of the dataset. All images are center-
cropped to 640 × 1280 resolution and then downscaled to 256 × 512. It should
be noted that the dataset does not provide SS ground-truth labels.

1.2 nuScenes

The nuScenes dataset offers over 1,000 challenging urban driving scenarios with
detailed object annotations, including semantic segmentation [1]. We extend the
STEPS split [10] for nighttime training to 13,261 images. In line with previous
practices [3, 4], we make use of the official split with 15,129 daytime training
images. The testing split comprises 4,449 daytime images and 602 nighttime
images at a resolution of 320 × 576 pixels.

⋆ Equal contributors
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Table 1: Depth on Oxford RobotCar (depth = 60 m). Best: bold, second best:
underlined. Our multi-task model achieves the best or second-best performance
compared to depth-specifically-optimized dedicated SOTA methods.

Night - Oxford RobotCar
Method

Abs Rel↓ Sq Rel↓ RMSE↓ RMSE
log↓

δ < 1.25↑ δ < 1.252↑ δ < 1.253↑

Monodepth2 [5] (day) 0.432 5.366 11.267 0.463 0.361 0.653 0.839
Monodepth2 [5] (night) 0.580 21.446 12.771 0.521 0.552 0.840 0.920
HR-Depth [7] 0.462 5.660 11.009 0.477 0.374 0.670 0.842
ADDS-DepthNet [6] 0.231 2.674 8.800 0.286 0.620 0.892 0.956
Ours 0.196 2.056 7.921 0.259 0.709 0.902 0.965

Day - Oxford RobotCar
Method Abs Rel↓ Sq Rel↓ RMSE↓ RMSE

log↓
δ < 1.25↑ δ < 1.252↑ δ < 1.253↑

Monodepth2 [5] (day) 0.124 0.931 5.208 0.178 0.844 0.963 0.989
Monodepth2 [5] (night) 0.294 2.533 7.278 0.338 0.541 0.831 0.934
HR-Depth [7] 0.129 1.013 5.468 0.184 0.825 0.958 0.989
ADDS-DepthNet [6] 0.115 0.794 4.855 0.168 0.863 0.967 0.989
Ours 0.117 0.810 4.921 0.178 0.846 0.963 0.988

2 Additional Results

2.1 Depth on Oxford RobotCar

Table 1 illustrates the performance comparisons of different depth estimation
models on nighttime and daytime scenes up to 60 m of this Oxford RobotCar
dataset. For nighttime scenes, Monodepth2 [5], trained on daytime and night-
time data, achieved absolute relative scores of 0.432 and 0.580, respectively. HR-
Depth [7] recorded a score of 0.462, ADDS-DepthNet [6] achieved 0.231, and
our model attained a score of 0.196. In daytime scenes up to 60 m, Monodepth2
achieved scores of 0.124 and 0.294 for the trained daytime and nighttime splits,
respectively. HR-Depth scored 0.129, ADDS-DepthNet achieved 0.115, and our
model recorded a score of 0.117. These results highlight the increased difficulty
of nighttime scenes compared to daytime scenes. Our model demonstrated rela-
tively good performance in nighttime and daytime scenarios, achieving the lowest
score in nighttime scenes and performing comparably to Monodepth2 (day) in
daytime scenes. Notably, our model is not a single-task model specifically tai-
lored for this task, indicating its robust performance across various domains.
It is important to note that Monodepth2, HR-Depth, and ADDS-DepthNet are
single-task models designed and optimized for the MDE task.

2.2 Qualitative Results

Qualitative comparisons in Figure 1 illustrate the depth and semantic segmenta-
tion predictions for some representative day and night scenes on Oxford Robot-
Car. Our model provides precise depth estimates for various objects, including
small traffic sign, and generates clear depth maps for both day and night scenes.
Additionally, the segmentation maps accurately recognize and classify objects
and boundaries such as cars and roads, assigning appropriate semantic labels.
In the nighttime scenes, it even visualizes better results than the teacher model
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(a) Depth on Oxford RobotCar.

(b) Semantic segmentation on Oxford RobotCar.

Fig. 1: Qualitative results on Oxford RobotCar. Our results display clear depth
and correct classification of the objects and their sharp boundaries in both day
and night scenes.

Mask2Former [2] especially in the sky and road classes. These results demon-
strate our multi-task model’s ability to seamlessly integrate MDE and SS tasks,
resulting in visually consistent and coherent perception.
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