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1 Per-Scene Breakdown of the Results

In this section, we breakdown the quantitative analysis of Tab. 1 in the main text
into a per-scene analysis. Tab. 1 shows the per-scene quantitative evaluation of
our method in comparison with otherNeRF-based SLAM methods on the Replica
dataset [4].

2 More ablation of scene representation

We conducted detailed ablation experiments on scene representation and pre-
sented the results in Tab. 2. Methods without hash grids showed a slight advan-
tage in Comp.Ratio, but other metrics exhibited a decline. Unlike the baseline [2]
using coarse and fine high-dimensional feature planes, the feature plans used in
our method have multiple resolutions with fewer dimensions. While this en-
hances detail perception, it struggles to represent areas with complex variations.
Since Replica [4] is a synthetic dataset with few noise. In most cases, only using
the lower-dimensional feature plane can encode the space well, making the gain
from the hash grid relatively low(such as reduced Comp.Ratio in Replica [4]). In
contrast, ScanNet [1] is a challenging dataset collected by handheld devices in
real-world, characterized by more noise and lower integrity. The hash grid can
provide a supplementary representation for these regions with less computational
overhead, thereby enhancing tracking and mapping.

3 Qualitative ablation for structural consistency

Structural constraint is one of the key contributions of this paper. By utilizing
prior structural consistency constraints, spatial planes and lines can be better
regularized in mapping stage. As shown in the qualitative ablation results of
ScanNet [1] in Fig. 1, methods with structural consistency reconstructs a more
complete desk and cabinet, reducing the artifacts and floaters.
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Table 1: Per-scene comparison of reconstruction accuracy for our method and other
NeRF-based SLAM methods. The best results were highlighted in red and the second
best results were highlighted in blue.

Methods Metric room0 room1 room2 office0 office1 office2 office3 office4 Avg

Depth L1[cm]↓ 5.08 3.44 5.78 3.79 3.76 3.97 5.61 5.71 4.64
Acc.[cm]↓ 4.01 3.04 3.84 3.34 2.10 4.06 4.20 4.34 3.62

iMAP [5] Comp.[cm]↓ 5.84 4.40 5.07 3.62 3.62 4.73 5.49 6.65 4.93
Comp.Ratio[%]↑ 78.34 85.85 79.40 83.89 88.45 79.73 73.90 74.77 80.50
RMSE[cm]↓ 3.12 2.54 2.31 1.69 1.03 3.99 4.05 1.93 2.58

Depth L1[cm] ↓ 1.79 1.33 2.20 1.43 1.58 2.70 2.10 2.06 1.90
Acc.[cm]↓ 2.44 2.10 2.17 1.85 1.56 3.28 3.01 2.54 2.37

NICE-SLAM [9] Comp.[cm]↓ 2.60 2.19 2.73 1.84 1.82 3.11 3.16 3.61 2.63
Comp.Ratio[%]↑ 91.81 93.56 91.48 94.93 94.11 88.27 87.68 87.23 91.13
RMSE[cm]↓ 1.69 2.04 1.55 0.99 0.90 1.39 3.97 3.08 1.95

Depth L1[cm] ↓ 1.76 2.52 3.58 3.44 1.77 3.52 1.82 4.84 2.91
Acc.[cm]↓ 1.77 1.51 2.23 1.63 1.60 2.02 2.33 2.02 1.88

Vox-Fusion [8] Comp.[cm]↓ 2.69 2.31 2.58 1.87 1.66 3.03 2.81 3.51 2.56
Comp.Ratio[%]↑ 92.03 92.47 90.13 93.86 94.40 88.94 89.10 86.53 90.94
RMSE[cm]↓ 1.37 1.90 1.47 1.35 1.76 1.18 1.11 1.64 1.03

Depth L1[cm] ↓ 1.70 1.54 2.13 1.47 1.56 2.22 2.21 2.06 1.86
Acc.[cm]↓ 2.33 2.24 2.05 1.81 1.60 3.03 2.94 2.46 2.30

Structerf-SLAM [6] Comp.[cm]↓ 2.60 2.30 2.29 1.88 1.72 2.99 3.19 3.54 2.56
Comp.Ratio[%]↑ 92.16 93.62 92.58 94.89 94.47 89.17 87.32 87.11 91.42
RMSE[cm]↓ 0.68 0.45 0.70 0.57 0.50 1.18 0.94 2.01 0.88

Depth L1[cm] ↓ 1.05 0.85 2.37 1.24 1.48 1.86 1.66 1.54 1.51
Acc.[cm]↓ 2.11 1.68 1.99 1.57 1.31 2.84 3.06 2.23 2.10

Co-SLAM [7] Comp.[cm]↓ 2.02 1.81 1.96 1.56 1.59 2.43 2.72 2.52 2.08
Comp.Ratio[%]↑ 95.26 95.19 93.58 96.09 94.65 91.63 90.72 90.44 93.44
RMSE[cm]↓ 0.65 1.13 1.43 0.55 0.50 0.46 1.40 0.77 0.86

Depth L1[cm] ↓ 0.73 0.74 1.26 0.71 1.02 0.93 1.03 1.18 0.95
Acc.[cm]↓ 2.15 1.94 1.68 1.61 1.82 2.95 2.55 2.10 2.08

ESLAM [2] Comp.[cm]↓ 1.79 1.58 1.65 1.45 1.30 1.92 2.20 2.13 1.75
Comp.Ratio[%]↑ 97.39 96.50 96.99 98.45 97.60 95.07 95.05 94.31 96.43
RMSE[cm]↓ 0.71 0.70 0.52 0.57 0.55 0.58 0.72 0.63 0.63

Depth L1[cm]↓ 0.62 0.55 0.86 0.53 0.92 0.88 0.80 0.86 0.75
Acc.[cm]↓ 2.23 1.66 1.67 1.50 1.44 2.47 2.57 2.16 1.96

Ours Comp.[cm]↓ 1.78 1.53 1.60 1.31 1.22 1.82 2.01 2.01 1.66
Comp.Ratio[%]↑ 97.21 97.04 96.94 98.16 97.44 95.94 95.91 94.45 96.64
RMSE[cm]↓ 0.58 0.57 0.45 0.36 0.35 0.46 0.57 0.49 0.48

Table 2: The average results of the scene representation ablation experiments across
8 scenes in Replica and 5 scenes in ScanNet.

Replica ScanNet
Depth L1 Acc. Comp. Comp.Ratio RMSE RMSE

No Feature Plane 1.78 2.91 2.11 93.45 0.95 6.98
No Hash Grid 0.82 2.11 1.68 96.67 0.59 7.02
ours 0.75 1.96 1.66 96.64 0.48 6.57
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Fig. 1: Qualitative ablation results for structural consistency.

4 Discussion about color loss

Among the metrics in Tab. 4 of the main text, mapping metrics like Acc. and
Comp. focus on spatial points accuracy, with color having no direct impact on
them. But the absence of color loss reduces tracking performance (RMSE) and
makes the reconstruction result entirely colorless. This is consistent with the
conclusion of [2, 3, 9]. As shown in Fig. 2, the colorless door and windows are
almost indistinguishable, which is unacceptable for visualization.

Fig. 2: The reconstruction results of Replica room0 with/without color loss.
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