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In the Supplementary material, we include an Appendix with qualitative and
quantitative results of the proposed co-segmentation method on samples from
classes that are not part of ImageNet, as well as the implementation details of
the proposed method.

A  Appendix

A.1 Out-of-ImageNet classes

We include additional examples of co-salient object detection on the CoCA
dataset from classes that are not part of the ImageNet dataset. That is to show
qualitatively how the proposed method works on classes outside of the pretraining
data of the backbones it utilizes. The examples are shown in Figs. [T[] and

We perform additional experiments to support the claim quantitatively. First,
we split the CoCA dataset into ImageNet and non-ImageNet classes (21 and 59,
respectively). This was achieved by comparing the class labels with BERT [3]
embeddings and manually verifying the matches. The results evaluated on the
non-ImageNet part of the dataset, comparing the proposed method and the
baselines, are shown in Table

A generalization to unseen objects can also be interpreted as how well the
co-segmentation works on images that are not used to build the model. To this
end, we performed an additional leave-one-out experiment. Each image in the
CoCA dataset is segmented by a class-relevance model that is obtained from all
other class examples (excluding the tested image). The overall performance is
not affected: 0.124 MAE, 0.531 F'*", 0.670 S,. This experiment demonstrates
generalization beyond training images.

A.2 Implementation details and timings

For all co-segmentations, images are resized to 256 x 256 pixels. We use DINO ViT-
Small/8 [I] and ImageNet ViT-Small/16 [2] (the latter is not publicly available
for the patch size of 8). For the Im4Sketch dataset of the sketch classification
application, we use 90 images per class to calculate ¢ in equation (1) of the main
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Table 1.

non-ImageNet CoCA
Method |MAE | Fg™* 1 Sa T
Amir et al. [2]| 0.253 0.391 0.550
N-cut [46] 0.145 0.478 0.635
CBNC (ours) | 0.128 0.525 0.666

paper, as we have observed that using more shows no advantage. We set the
hyperparameter 7 = 0.2 similar to [4], v = 1074, ¢ = 10~ and use 16 eigenvectors
to form the biased N-cut vector. The value of the temperature 5 in the softmax
is set to 0.5.

The time needed to extract the ViT features for a set of 90 images is approx-

imately 4 seconds on an NVIDIA GTX TITAN X GPU. Calculating the first
eigenvector on ViT features from 90 images for class relevance takes around 0.7
seconds on an Intel Xeon E5-2620 v3 CPU. The estimation of the mask by the
biased N-cut takes approximately 0.8 seconds for each image on the same CPU.
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Fig. 1. Examples of co-segmentation for classes that are not part of the ImageNet
dataset, which coincides with the pretraining dataset of the backbones utilized by our
method.
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Fig. 2. Examples of co-segmentation for classes that are not part of the ImageNet
dataset, which coincide with the pretraining dataset of the backbones utilized by our
method.
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