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Abstract

Unsupervised Domain Adaptation (UDA) aims to learn

a predictor model for an unlabeled domain by transferring

knowledge from a separate labeled source domain. However,

most of these conventional UDA approaches make the strong

assumption of having access to the source data during train-

ing, which may not be very practical due to privacy, security

and storage concerns. A recent line of work addressed this

problem and proposed an algorithm that transfers knowl-

edge to the unlabeled target domain from a single source

model without requiring access to the source data. How-

ever, for adaptation purposes, if there are multiple trained

source models available to choose from, this method has to

go through adapting each and every model individually, to

check for the best source. Thus, we ask the question: can

we find the optimal combination of source models, with no

source data and without target labels, whose performance

is no worse than the single best source? To answer this, we

propose a novel and efficient algorithm which automatically

combines the source models with suitable weights in such

a way that it performs at least as good as the best source

model. We provide intuitive theoretical insights to justify our

claim. Furthermore, extensive experiments are conducted on

several benchmark datasets to show the effectiveness of our

algorithm, where in most cases, our method not only reaches

best source accuracy but also outperforms it.

1. Introduction

Deep neural networks have achieved proficiency in a

multiple array of vision tasks [11, 25, 18, 35], however,

these models have consistently fallen short in adapting to

visual distributional shifts [27]. Human recognition, on the

other hand, is robust to such shifts, such as reading text in

a new font or recognizing objects in unseen environments.

Imparting such robustness towards distributional shifts to

deep models is fundamental in applying these models to

practical scenarios.
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Figure 1. Problem setup. Standard unsupervised multi-source

domain adaptation (UDA) utilizes the source data, along with the

models trained on the source, to perform adaptation on a target

domain. In contrast, we introduce a setting which adapts multiple

models without requiring access to the source data.

Unsupervised domain adaptation (UDA) [2, 37] seeks to

bridge this performance gap due to domain shift via adap-

tation of the model on small amounts of unsupervised data

from the target domain. The majority of current approaches

[7, 14] optimize a two-fold objective: (i) minimize the em-

pirical risk on the source data, (ii) make the target and source

features indistinguishable from each other. Minimizing dis-

tribution divergence between domains by matching the distri-

bution statistical moments at different orders have also been

explored extensively [42, 33].

A shortcoming of all the above approaches is the trans-

ductive scenario in which they operate, i.e., the source data

is required for adaptation purposes. In a real-world setting,

source data may not be available for a variety of reasons.

Privacy and security are the primary concern, with the data

possibly containing sensitive information. Another crucial

reason is storage issues, i.e., source datasets may contain

videos or high-resolution images and it might not be practical

to transfer or store on different platforms. Consequently, it

is imperative to develop unsupervised adaptation approaches

which can adapt the source models to the target domain

without access to the source data.

Recent works [21, 23] attempt this by adapting a single

source model to a target domain without accessing the source

data. However, an underlying assumption of these methods

is that the most correlated source model is provided by an

oracle for adaptation purposes. A more challenging and
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practical scenario entails adaptation from a bag of source

models - each of these source domains are correlated to the

target by different amounts and adaptation involves not only

incorporating the combined prior knowledge from multi-

ple models, but simultaneously preventing the possibility of

negative transfer. In this paper, we introduce the problem

of unsupervised multi-source adaptation without access to

source data. We develop an algorithm based on the princi-

ples of pseudo-labeling and information maximization and

provide intuitive theoretical insights to show that our frame-

work guarantees performance better than the best available

source and minimize the effect of negative transfer.

To solve this problem of multiple source model adaptation

without accessing the source data, we deploy Information

Maximization (IM) loss [23] on the weighted combination of

target soft labels from all the source models. We also use the

pseudo-label strategy inspired from deep cluster method [4],

along with the IM loss to minimize noisy cluster assignment

of the features. The overall optimization jointly adapts the

feature encoders from sources as well as the correspond-

ing source weights, combining which the target model is

obtained.

Main Contributions. We address the problem of multiple

source UDA, with no access to the source data. Towards

solving the problem, we make the following contributions:

• We propose a novel UDA algorithm which operates with-

out requiring access to the source data. We term it as Data

frEe multi-sourCe unsupervISed domain adaptatiON (DECI-

SION). Our algorithm automatically identifies the optimal

blend of source models to generate the target model by opti-

mizing a carefully designed unsupervised loss.

• Under intuitive assumptions, we establish theoretical guar-

antees on the performance of the target model which shows

that it is consistently at least as good as deploying the single

best source model, thus, minimizing negative transfer.

• We validate our claim by extensive numerical experiments,

demonstrating the practical benefits of our approach.

2. Related works

In this section we present a brief overview of the literature

in the area of unsupervised domain adaptation in both the

single and multiple sources scenario, as well as the closely

related setting of hypothesis transfer learning.

Unsupervised domain adaptation. UDA methods have

been used for a variety of tasks, including image classifica-

tion [44], semantic segmentation [32] and object detection

[15]. Besides the feature space adaptation methods based on

the paradigms of moment matching [42, 33] and adversar-

ial learning [7, 44], recent works have explored pixel space

adaptation via image translation [14]. All existing UDA

methods require access to labeled source data, which may

not be available in many applications.

Hypothesis transfer learning. Similar to our objective, hy-

METHOD
MULTIPLE

DOMAINS

NO

SOURCE

DATA

SOURCE

MODEL

UNLABELED

TARGET

DATA

UDA [14] ✗ ✗ ✓ ✓

MSDA [33] ✓ ✗ ✓ ✓

HTL [40] ✗ ✓ ✓ ✗

U-HTL [23] ✗ ✓ ✓ ✓

DECISION(Ours) ✓ ✓ ✓ ✓

Table 1. Comparison to different adaptation settings by at-

tributes demonstrated in the paper. Our proposed setting sat-

isfies all the criteria desired in a holistic adaptation framework.

pothesis transfer learning (HTL) [40, 34, 1] aims to transfer

learnt source hypotheses to a target domain without access

to source data. However, data is assumed to be labeled in the

target domain in contrast to our scenario, limiting its appli-

cability to real-world settings. Recently, [21, 23] extend the

standard HTL setting to unsupervised target data (U-HTL)

by adapting single source hypotheses via pseudo-labeling.

Our paper takes this one step further by introducing multiple

source models, which may or may not be positively corre-

lated with the target domain.

Multi-source domain adaptation. Multi-source domain

adaptation (MSDA) extends the standard UDA setting by in-

corporating knowledge from multiple source models. Latent

space transformation methods [50] aim to align the features

of different domains by optimizing a discrepancy measure

or an adversarial loss. Discrepancy based methods seek to

align the domains by minimizing measures such as maxi-

mum mean discrepancy [10, 50] and Rényi-divergence [13].

Adversarial methods aim to make features from multiple

domains indistinguishable to a domain discriminator by opti-

mizing GAN loss [47], H−divergence [49] and Wasserstein

distance [46, 22]. Domain generative methods [36, 24] use

some form of domain translation, such as the CycleGAN

[51], to perform adaptation at the pixel level. All these meth-

ods assume access to the source data during adaptation.

3. Methodology

Problem setting. We address the problem of jointly adapt-

ing multiple models, trained on a variety of domains, to a

new target domain with access to only samples without anno-

tations from the target. In this work, we will be considering

the adaptation of classification models with K categories

and the input space being X . Formally, let us consider we

have a set of source models {θjS}
n
j=1, where the jth model

θjS : X → R
K , is a classification model learned using the

source dataset Dj
S = {xiSj

, yiSj
}
Nj

i=1, with Nj data points,

where xiSj
and yiSj

denote the i-th source image and the cor-

responding label respectively. Now, given a target unlabeled

dataset DT = {xiT }
NT

i=1, the problem is to learn a classifica-

tion model θT : X → R
K , using only the learned source
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models, without any access to the source datasets. Note that

this is different from multi-source domain adaptation meth-

ods in literature, which also utilize the source data while

learning the target model θT .

Overall Framework. We can decompose each of the source

models into two modules: the feature extractor φiS : X →
R

di and the classifier ψi
S : Rdi → R

K . Here, di refers to

the feature dimension of the i-th model while K refers to the

number of categories. We aim to estimate the target model

θT by combining knowledge only from the given source

models in a manner that automatically rejects poor source

models, i.e., those which are irrelevant for the target domain.

At the core of our framework lies a model aggrega-

tion scheme [28, 13], wherein we learn a set of weights

{αi}
n
i=1 corresponding to each of the source models, such

that, αk ≥ 0 and
∑n

k=1 αk = 1. These weights represent a

probability mass function over the source domains, with a

higher value implying higher transferability from that partic-

ular domain, and are used to combine the source hypotheses

accordingly. However, unlike previous works, we jointly

adapt each individual model and simultaneously learn these

weights by utilizing solely the unlabeled target instances.

In what follows, we describe our training strategy used to

achieve this in detail.

3.1. Weighted Information Maximization

As we do not have access to the labeled source or target

data, we propose to fix the source classifiers,{ψi
S}

n
i=1, since

it contains the class distribution information of the source

domain and adapt solely the feature maps {φiS}
n
i=1 via the

principle of information maximization [3, 19, 30, 23]. Our

motivation behind the adaptation process stems from the

cluster assumption [5] in semi-supervised learning, which

hypothesizes that the discriminative model’s decision bound-

aries should be located in regions of the input space which

are not densely populated. To achieve this, we minimize a

conditional entropy term (i.e., for a given input example) [9]

as follows:

Lent = −ExT∈DT

[

K
∑

j=1

δj(θT (xT )) log(δj(θT (xT )))
]

(1)

where θT (xT ) =
∑n

j=1 αjθ
j
S(xT ), and δ(·) denotes the

softmax operation with δj(v) =
exp(vj)∑
K
i=1

exp(vi)
for v ∈ R

K .

Intuitively, if a source θjS has good transferability on the

target and consequently, has smaller value of the conditional

entropy, optimizing the term (1) over
{

θjS , αj

}

, will result

in higher value of αj than rest of the weights.

While entropy minimization effectively captures the clus-

ter assumption when training with partial labels, in an unsu-

pervised setting, it may lead to degenerate solutions, such as,

always predicting a single class in an attempt to minimize

conditional entropy. To control such degenerate solutions,

we incorporate the idea of class diversity: configurations in

which class labels are assigned evenly across the dataset are

preferred. A simple way to encode our preference towards

class balance is to maximize the entropy of the empirical

label distribution [3] as follows,

Ldiv =

K
∑

j=1

−p̄j log p̄j (2)

where p̄ = ExT∈DT
[δ(θT (xT ))]. Combining the terms (1)

and (2), we arrive at,

LIM = Ldiv − Lent (3)

which is the empirical estimate of the mutual information

between the target data and the labels under the aggregate

model θT . Although maximizing this loss makes the predic-

tions on the target data more confident and globally diverse, it

may sometime still fail to restrict erroneous label assignment.

Inspired by [23], we propose a pseudo-labeling strategy in

an effort to contain this mislabeling.

3.2. Weighted Pseudo­labeling

As a result of domain shift, information maximization

may result in some instances being clubbed with the wrong

class cluster. These wrong predictions get reinforced over

the course of training and lead to a phenomenon termed

as confirmation bias [43]. Aiming to contain this effect we

adopt a self-supervised clustering strategy [23] inspired from

the DeepCluster technique [4].

First, we calculate the cluster centroids induced by each

source model for the whole target dataset as follows,

µ
(0)
kj

=

∑

xT∈DT
δk(θ̂

j
S(xT ))φ̂

j
S(xT )

∑

xT∈DT
δk(θ̂

j
S(xT ))

(4)

where the cluster centroid of class k obtained from source

j at iteration i is denoted as µ
(i)
kj

, and θ̂jS = (ψj
S ◦ φ̂jS)

denotes the source from the previous iteration. These source-

specific centroids are combined in accordance to the current

aggregation weights on each source model as follows,

µ
(0)
k =

n
∑

j=1

αjµ
(0)
kj

(5)

Next, we compute the pseudo-label of each sample by as-

signing it to its nearest cluster centroid in the feature space,

ŷ
(0)
T = arg min

k
‖θ̂T (xT )− µ

(0)
k ‖22 (6)

We reiterate this process to get the updated centroids and

pseudo-labels as follows,

µ
(1)
kj

=

∑

xT∈DT
✶{ŷ

(0)
T = k}φ̂jS(xT )

∑

xT∈DT
✶(ŷt0 = k)

(7)
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Target Model θT
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Figure 2. Overall framework of our approach: We freeze the final classification layers of all the sources and jointly optimize for the

source feature encoders along with it’s corresponding weights to get the target predictor by combining those.

µ
(1)
k =

n
∑

j=1

αjµ
(1)
kj

(8)

ŷ
(1)
T = arg min

k
‖θ̂T (xT )− µ

(1)
k ‖22 (9)

where ✶(·) is an indicator function which gives a value of

1 when the argument is true. While this alternating process

of computing cluster centroids and pseudo-labeling can be

repeated multiple times to get stationary pseudo-labels, one

round is sufficient for all practical purposes. We then obtain

the cross-entropy loss w.r.t. these pseudo-labels as follows:

Lpl(QT , θT ) = −ExT∈DT

K
∑

k=1

✶{ŷT = k} log δk(θT (xT )).

(10)

Note that the pseudo-labels are updated regularly after a

certain number of iterations as discussed in Section 5.

3.3. Optimization

In summary, given n source hypothesis {θjS}
n
j=1 = {ψj

S ◦

φ
j
S}

n
j=1 and target data DT = {xiT }

nT

i=1, we fix the classifier

from each of the sources and optimize over the parameters

of {φjS}
n
j=1 and the aggregation weights {αj}

n
j=1. The final

objective is given by,

Ltot = Lent − Ldiv + λLpl (11)

The above objective is used to solve the following opti-

mization problem,

minimize
{φjS}

n
j=1, {αj}

n
j=1

Ltot

subject to αj ≥ 0, ∀j ∈ {1, 2, . . . , n},
n
∑

j=1

αj = 1

(12)

Once we obtain the optimal set of φ
j∗
S and α∗

j , the optimal

target hypothesis is computed as θT =
∑n

j=1 α
∗
j (ψ

j
S ◦ φj∗S ).

To solve the optimization (12) we follow the steps of Algo-

rithm (1) stated below.

4. Theoretical Insights

Theoretical motivation behind our approach. Our algo-

rithm aims to find the optimal weights {αj}
n
j=1 for each

source and takes a convex combination of the source pre-

dictors to obtain the target predictor. Here, we shall show

that under intuitive assumptions on the source and target

distributions, there exists a simple choice of target predictor,

which can perform better than or equal to the best source

model being applied directly on the target data.

Formally, let L be a loss function which maps the

pair of model-predicted label and the ground-truth la-

bel to a scalar. Denote the expected loss over k-th

source distribution Qk
S using the source predictor θ via

L(Qk
S , θ) = Ex[L(θ(x), y)] =

∫

x
L(θ(x), y)Qk

S(x)dx.

Now let θkS be the optimal source predictor given by θkS =
arg min

θ
L(Qk

S , θ) ∀ 1 ≤ k ≤ n. Let us also assume
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Algorithm 1: Algorithm to Solve Eq. 12

Input: Trained source models

{θjS}
n
j=1 = {ψj

S ◦ φjS}
n
j=1, unlabeled target data

{xiT }
NT

i=1,weight parameters {αj}
n
j=1,max number

of epochs E, regularization parameter λ,number of

batches B
Output: Optimal feature enocoders {φj∗S }nj=1,

optimal source weights {α∗
j}

n
j=1

Initialization: Freeze final classification layers

{ψj
S}

n
j=1, set αj = 1 for all j

for epoch = 1 to E do
Calculate pseudo-labels from equation (6)

Calculate the mean embedding p̄ from

equation (2)

for iteration = 1 to B do
Sample a mini batch from target and pass it

through each of the source models

calculate all the losses from equation (1),(2)

and (10)

calculate total loss from equation (3)

Update the parameters in {φjS}
n
j=1 and

{αj}
n
j=1 from optimization(12)

Make α positive by setting

αj = 1/(1 + e−αj )
Normalize α by setting αj = αj/

∑n

i=1 αi

end

end

that the target distribution is in the span of source distri-

butions. We formalize this by expressing the target distribu-

tion as an affine combination of source distributions i.e.,

QT (x) =
∑n

k=1 λkQ
k
S(x) : λk ≥ 0,

∑n

k=1 λk = 1. Un-

der this assumption, if we express our target predictor as

θT (x) =
∑n

k=1
λkQ

k
S(x)

∑
n
j=1

λjQ
j

S
(x)
θkS(x), then we establish our

theoretical claim stated in Lemma 1.

Lemma 1. Assume that the loss L(θ(x), y) is convex in its

first argument and that there exists a λ ∈ R
n where λ ≥ 0

and λ⊤✶ = 1, such that the target distribution is exactly

equal to the mixture of source distributions, i.e., QT =
∑n

i=1 λiQ
i
S . Set the target predictor as the following convex

combination of the optimal source predictors

θT (x) =

n
∑

k=1

λkQ
k
S(x)

∑n

j=1 λjQ
j
S(x))

θkS(x).

Recall the pseudo-labeling loss (10). Then, for this target

predictor, over the target distribution, the unsupervised loss

induced by the pseudo-labels and the supervised loss are

both less than or equal to the loss induced by the best source

predictor. In particular,

L(QT , θT ) ≤ min
1≤j≤n

L(QT , θ
j
S).

Let α = argmin1≤j≤n L(QT , θ
j
S). Additionally, this in-

equality is strict if the entries of λ are strictly positive

and there exists a source i for which the strict inequality

L(Qi
S , θ

i
S) < L(Qi

S , θ
α
S) holds.

Proof. See proof in the supplementary.

Observe that the expected loss L defined in Lemma 1 is

the supervised loss where one does have the label informa-

tion. Our proposed target predictor θT achieves a supervised

loss at least as good as the best individual source model.

Importantly, the inequality is strict under a natural mild con-

dition: The best individual source model β (for the target

QT ) is strictly worse than some source model i on the source

distribution Qi
S . We also note the key differences between

our algorithm and the predictor in Lemma 1. In our algo-

rithm’s combination rule, we fine-tune the feature extractors

of each source model unlike Lemma 1. However each source

has an individual weight which is agnostic to the source data,

whereas Lemma 1 uses different weights per input instance.

Below we provide an intuitive justification for choosing this

input-agnostic weighting strategy.

Since we do not know the source distributions (due to

the unavailability of source data), let us consider the least

informative of all the distributions i.e. uniform distribution

for sources by the Principle of Maximum Entropy [17]. This

uniformity is assumed over the target support set X . In

what follows, we will consider the restrictions of the source

distributions to the target support X . Mathematically, our

assumption is Qk
S(x) = ckU(x) when restricted to the sup-

port set x ∈ X , where ck is a scaling factor which captures

the relative contribution of source k and U(x) has value 1.

If we plug this value of the distribution in the combination

rule in Lemma 1, we get θT (x) =
∑n

k=1
λkck∑
n
j=1

λjcj
θkS(x)

(see supplementary for more details). This term consisting

of λk and ck essentially becomes the weighting term αk in

our algorithm. We put this value of θT to solve the opti-

mization (12) jointly with respect to this αk and φkS . Thus,

our optimization will return us a favorable combination of

source hypotheses, satisfying the bounds in Lemma 1, under

the uniformity assumption of source distributions.

5. Experiments

Datasets. To test the effectiveness of our algorithm, we ex-

periment on various visual benchmarks described as follows.

• Office [14]: In this benchmark DA dataset there are three

domains under the office environment namely Amazon (A),

DSLR (D) and Webcam (W) with a total of 31 object classes

in each domain.
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SOURCE METHOD
MT,UP,SV,SY

→ MM

MM,UP,SV,SY

→ MT

MM,MT,SV,SY

→ UP

MM,MT,UP,SY

→ SV

MM,MT,UP,SV

→ SY
AVG.

Multiple(w)

DAN[26] 63.7 96.31 94.2 62.5 85.4 80.4

DANN[6] 71.3 97.6 92.3 63.5 85.3 82.0

MCD[38] 72.5 96.21 95.3 78.9 87.5 86.1

CORAL[41] 62.5 97.2 93.4 64.4 82.7 80.1

ADDA[44] 71.6 97.9 92.8 75.5 86.5 84.8

M3SDA-β[33] 72.8 98.4 96.1 81.3 89.6 87.6

Single(w/o)

Source-best 60.7 98.2 74.5 89.5 89.4 82.5

Source-worst 21.3 64 29.3 7.4 25.7 29.5

SHOT[23]-best 94.0 98.7 97.9 83.5 97.5 94.3

SHOT[23]-worst 44.5 97.2 96.2 29.5 32.5 60.0

Multiple(w/o)
SHOT[23]-Ens 90.4 98.9 97.7 58.3 83.9 85.8

DECISION(Ours) 93.0 99.2 97.8 82.6 97.5 94.0

Table 2. Results on digit recognition. MT, MM, UP, SV, SY are abbreviations of MNIST, MNIST-M, USPS, SVHN and Synthetic Digits

respectively. Multiple and Single denotes the methods which uses multiple and single sources respectively for domain adaptation, while (w)

and (w/o) are abbreviations of with source data and without source data respectively. Source is the accuracy with the unadapted models,

whereas -best and -worst refer to the best and worst sources.

SOURCE METHOD
A,D

→ W

A,W

→ D

D,W

→ A
AVG.

Single

Source-best 96.3 98.4 62.5 85.7

Source-worst 75.6 80.9 62.0 72.8

SHOT [23]-best 98.2 99.6 75.1 90.9

SHOT [23]-worst 90.6 94.2 72.9 85.9

Multiple
SHOT [23]-Ens 94.9 97.8 75.0 89.3

DECISION(Ours) 98.4 99.6 75.4 91.1

Table 3. Results on Office: A,D and W are abbreviations of Ama-

zon, DSLR and Webcam. For single source methods, Source-best

and Source-worst denote the best and worst unadapted source mod-

els, whereas SHOT-best, SHOT-worst are the best and worst accu-

racies of adapted source models.

• Office-Caltech [8]: This is an extension of the Office

dataset, with Caltech-256 (C) added on top of the 3 existing

domains by extracting 10 classes common to all domains.

• Office-Home [45]: Office-Home consists of four do-

mains, namely, Art(Ar), Clipart(Cl), Product(Pr) and Real-

world(Re). Each of these domains contain 65 object classes.

• Digits: The Digits dataset is a benchmark for DA in digit

recognition. Following [33], we utilize five subsets, namely

MNIST (MT), USPS (UP), SVHN (SV), MNIST-M (MM)

and Synthetic Digits (SY) for our experiments.

In all of our experiments, we take turns and fix one of the

domains as the target and the rest as the source domains. The

source data is discarded after training the source models.

Baseline Methods. We compare our method against a wide

array of baselines. Similar to our setting, SHOT [23] at-

tempts unsupervised adaptation without source data. How-

ever, it adapts a single source at a time. We compare against

a multi-source extension of SHOT via ensembling - we pass

the target data through each of the adapted source model

and take an average of the soft prediction to obtain the test

label. In our comparisons, we name this method SHOT-ens.

We also compare against single source baselines, namely

SHOT-best and SHOT-worst, which refer to the best adapted

source model and the worst one respectively, learned us-

ing SHOT. Additionally, we run comparisons against tra-

ditional multi-source adaptation methods M3SDA-β[33],

DAN [26], DANN [6], MCD [38], CORAL [41], ADDA

[44], DCTN[47]. All these methods, except for SHOT, have

access to source data during adaptation.

5.1. Implementation details

Network architecture. For the object recognition tasks, we

use a pre-trained ResNet-50 [11] as the feature extractor

backbone, similar to [33, 48]. Following [23, 6], we replace

the penultimate fully-connected layer with a bottleneck layer

and a task specific classifier layer. Batch normalization [16]

is utilized after the bottleneck layer, along with weight nor-

malization [39] in the final layer. For the digit recognition

task, we use a variant of the LeNet [20] similar to [23].

Source model training. Following [23], we train the source

models using smooth labels, instead of the usual one-hot

encoded labels. This increases the robustness of the model

and helps in the adaptation process by encouraging features

to lie in tight, evenly separated clusters [29]. The maxi-

mum number of epochs for Digits, Office, Office-Home and

Office-Caltech is set to 30, 100, 50 and 100, respectively.

Additionally, for our experiments on digit recognition, we

resize images from each domain to 32×32 and convert the
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SOURCE METHOD
AR,CL,PR

→ RW

AR,CL,RW

→ PR

AR,PR,RW

→ CL

CL,PR,RW

→ AR
AVG.

Single(w/o)

Source-best 74.1 78.3 46.2 65.8 66.1

Source-worst 64.8 62.8 40.9 53.3 55.5

SHOT[23]-best 81.3 83.4 57.2 72.1 73.5

SHOT[23]-worst 80.8 77.9 53.8 66.6 69.8

Multiple(w/o)
SHOT[23]-Ens 82.9 82.8 59.3 72.2 74.3

DECISION(Ours) 83.6 84.4 59.4 74.5 75.5

Table 4. Results on Office-Home.: AR,CL,RW and PR are abbreviations of Art, Clipart,Real-world and Product. We see that our method

outperforms all the baselines including the best source accuracy as well as ensemble method. The abbreviations under the column SOURCE

and METHOD are same as described in Table 2.

SOURCE METHOD
A,C,D

→ W

A,C,W

→ D

C,D,W

→ A

A,D,W

→ C
AVG.

Multiple(w)

ResNet-101[11] 99.1 98.2 88.7 85.4 92.9

DAN[26] 99.5 99.1 91.6 89.2 94.8

DCTN[47] 99.4 99.0 92.7 90.2 95.3

MCD[38] 99.5 99.1 92.1 91.5 95.6

M3SDA-β[33] 99.5 99.2 94.5 99.2 96.4

Single(w/o)

Source-best 98.9 99.3 94.8 86.5 94.9

Source-worst 86.7 89.8 89.6 83.2 87.4

SHOT-best 99.6 100 95.8 95.5 97.7

SHOT-worst 97.3 96.2 95.7 93.9 95.8

Multiple(w/o)
SHOT-Ens 99.6 96.8 95.7 95.8 97.0

DECISION(Ours) 99.6 100 95.9 95.9 98.0

Table 5. Results on Office-Caltech Dataset:A,D,C and W are abbreviations of Amazon, DSLR, Caltech-256 and Webcam. Our method

consistently outperform all the baselines across all the domains as target.The abbreviations under the column SOURCE and METHOD are

same as described in Table 2.

gray-scale images to RGB.

Hyper-parameters. The entire framework is trained in an

end-to-end fashion via back-propagation. Specifically, we

utilize stochastic gradient descent with momentum value 0.9
and weight decay equalling 10−3. The learning rate is set

at 10−2 for the bottleneck and classifier layers, while the

backbone is trained at a rate of 10−3. In addition, we use the

learning rate scheduling strategy from [6], where the initial

rate is exponentially decayed as learning progresses. The

batch size is set to 32. We use λ = 0.3 for all the object

recognition tasks and λ = 0.1 for the digits benchmark. For

adaptation, maximum number of epochs is set to 15, with

the pseudo-labels updated at the start of every epoch. We

use PyTorch [31] for all our experiments.

5.2. Digit recognition

The results on digit recognition are shown in Table 2. The

digit benchmark is characterised by the presence of very poor

sources in some scenarios, notably when treating MNIST-M,

SVHN or Synthetic Digits as the target domain. For example,

on SVHN as the target, the best and worst source models

adapted using SHOT [23] exhibit a performance gap of more

than 50%. Combining these models via uniform ensembling

results in a predictor which greatly underperforms the best

adapted source. In contrast, our method restricts this severe

negative transfer via a joint adaptation over the models and

the ensembling weights, and outperforms the baseline by

24.3%. The corresponding increase in performance when

using Synthetic Digits and MNISTM as the target are 13.5%
and 2.6% respectively. Overall, we obtain an average in-

crease of 8.2% across all the digit adaptation tasks over

SHOT-Ens. In spite of such disparities among the sources,

our framework also achieves performance at par with the

best adapted source and actually outperforms the latter on

the MNIST transfer task. We also outperform the traditional

multi-source adaptation methods, which use source data, on

all the tasks by an average of 6.4%.

5.3. Object recognition

Office. The results for the 3 adaptation tasks on the Office

dataset are shown in Table 3. We achieve performance at

par with the best adapted source models on all the tasks
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and obtain an average increase of 5.2% over SHOT-Ens. In

the task of adapting to the Webcam (W) domain, negative

transfer from the Amazon (A) model brings the ensemble

performance down - our model is able to prevent this, and not

only outperforms the ensemble by 3.5% but also achieves

higher performance than the best adapted source.

Office-Home. On the Office-Home dataset, we outperform

all baselines as shown in Table 4. Across all tasks, our

method achieves a mean increase in accuracy of 2% over the

respective best adapted source models. This can be attributed

to the relatively small performance gap between the best and

worst adapted sources in comparison to other datasets. This

suggests that, as the performance gap between the best and

worst performing sources gets smaller, or outlier sources are

removed, our method can generalize even better to the target.

Office-Caltech. The results follow a similar trend on the

Office-Caltech dataset, as shown in Table 5. With a mean ac-

curacy of 98% across all tasks, we outperform all baselines.

5.4. Ablation study

Contribution of each loss. Our framework is trained using

a combination of three distinct losses: Ldiv, Lent and Lpl. We

study the contribution of each component of our framework

to the adaptation task in Table 6. First, we remove both

the diversity loss and the pseudo-labeling, and train using

only Lent. Next, we add in Ldiv and perform weighted

information maximization. Finally, we also compare the

results of solely using Lpl.

METHOD
A,D

→ W

A,W

→ D

D,W

→ A
AVG.

Lpl 97.6 98.5 75.3 90.5

−Lent 96.6 99.0 68.5 88.0

−Lent + Ldiv 95.9 99.0 71.6 88.9

−Lent + Ldiv + λLpl 98.4 99.6 75.4 91.1

Table 6. Loss-wise ablation. Contribution of each component in

adaptation on the Office dataset.

Analysis on the learned weights. Our framework jointly

adapts the the source models and learns the weights on each

such source. To understand the impact of the weights, we

propose to freeze the feature extractors and optimize solely

over the weights {αj}
n
i=1. Naturally, this setup yields better

performance compared to trivially assigning equal weights

to all source models, as shown in Table 7. More interestingly,

the learned weights correctly indicate which source model

performs better on the target and could serve as a proxy

indicator in a model selection framework. See Figure 3.

Distillation into a single model. Since we are dealing with

multiple source models, inference time is of the order O(m),

METHOD
AR,CL,PR

→ RW

AR,CL,RW

→ PR

AR,PR,RW

→ CL

CL,PR,RW

→ AR
AVG.

Source-Ens 67.6 51.4 77.7 80.1 69.2

DECISION-weights 68.8 52.3 79.2 80.4 70.2

Table 7. Performance on freezing backbone network on Office-

Home. DECISION-weight is optimized solely over the source

weights and consistently performs better than uniform weighting.

Figure 3. Weights as model selection proxy. The weights learnt

by our framework on Office-Home correlates positively with the

unadapted source model performance. (Left axis corresponds to

the red plot and right to the blue plot, best viewed in color.)

where m is the number of source models. If m is large, this

can lead to inference being quite time consuming. To ame-

liorate this overhead, we follow a knowledge distillation [12]

strategy to obtain a single target model. Teacher supervision

is obtained by linearly combining the adapted models via the

learned weights. These annotations are subsequently used

to train the single student model via vanilla cross-entropy

loss. Results obtained using this strategy are presented in

the supplementary.

6. Conclusions and Future Work

We developed a new UDA algorithm that can learn from

and optimally combine multiple source models without re-

quiring source data. We provide theoretical intuitions for

our algorithm and verify its effectiveness in a variety of do-

main adaptation benchmarks. There are multiple exciting

directions to pursue including: First, we suspect that our

algorithm’s performance can be further boosted by incorpo-

rating data augmentation techniques during training. Second,

when there are too many source models to utilize, it would

be interesting to study whether we can automatically select

an optimal subset of the source models without requiring

source data in an unsupervised fashion.

Acknowledgements. This work was partially supported

by the ONR grant N00014-19-1-2264 and the NSF grants

2008020, 2046816.

10110



References

[1] Sk Miraj Ahmed, Aske R Lejbolle, Rameswar Panda, and

Amit K Roy-Chowdhury. Camera on-boarding for person

re-identification using hypothesis transfer learning. In Pro-

ceedings of the IEEE Conference on Computer Vision and

Pattern Recognition (CVPR), pages 12144–12153, 2020.

[2] Shai Ben-David, John Blitzer, Koby Crammer, Alex Kulesza,

Fernando Pereira, and Jennifer Wortman Vaughan. A theory

of learning from different domains. Machine learning, 79(1-

2):151–175, 2010.

[3] John S Bridle, Anthony JR Heading, and David JC MacKay.

Unsupervised classifiers, mutual information and’phantom

targets. In Advances in neural information processing systems,

pages 1096–1101, 1992.

[4] Mathilde Caron, Piotr Bojanowski, Armand Joulin, and

Matthijs Douze. Deep clustering for unsupervised learning of

visual features. In Proceedings of the European Conference

on Computer Vision (ECCV), pages 132–149, 2018.

[5] Olivier Chapelle, Bernhard Scholkopf, and Alexander Zien.

Semi-supervised learning (chapelle, o. et al., eds.; 2006)[book

reviews]. IEEE Transactions on Neural Networks, 20(3):542–

542, 2009.

[6] Yaroslav Ganin and Victor Lempitsky. Unsupervised domain

adaptation by backpropagation. In International conference

on machine learning, pages 1180–1189. PMLR, 2015.

[7] Yaroslav Ganin, Evgeniya Ustinova, Hana Ajakan, Pascal

Germain, Hugo Larochelle, François Laviolette, Mario Marc-

hand, and Victor Lempitsky. Domain-adversarial training of

neural networks. The Journal of Machine Learning Research,

17(1):2096–2030, 2016.

[8] Boqing Gong, Yuan Shi, Fei Sha, and Kristen Grauman.

Geodesic flow kernel for unsupervised domain adaptation.

In 2012 IEEE Conference on Computer Vision and Pattern

Recognition, pages 2066–2073. IEEE, 2012.

[9] Yves Grandvalet and Yoshua Bengio. Semi-supervised learn-

ing by entropy minimization. In Advances in neural informa-

tion processing systems, pages 529–536, 2005.

[10] Jiang Guo, Darsh J Shah, and Regina Barzilay. Multi-source

domain adaptation with mixture of experts. arXiv preprint

arXiv:1809.02256, 2018.

[11] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun.

Deep residual learning for image recognition. In Proceedings

of the IEEE Conference on Computer Vision and Pattern

Recognition (CVPR), pages 770–778, 2016.

[12] Geoffrey Hinton, Oriol Vinyals, and Jeff Dean. Distill-

ing the knowledge in a neural network. arXiv preprint

arXiv:1503.02531, 2015.

[13] Judy Hoffman, Mehryar Mohri, and Ningshan Zhang. Algo-

rithms and theory for multiple-source adaptation. In Advances

in Neural Information Processing Systems, pages 8246–8256,

2018.

[14] Judy Hoffman, Eric Tzeng, Taesung Park, Jun-Yan Zhu,

Phillip Isola, Kate Saenko, Alexei Efros, and Trevor Dar-

rell. Cycada: Cycle-consistent adversarial domain adaptation.

In International conference on machine learning, pages 1989–

1998. PMLR, 2018.

[15] Han-Kai Hsu, Chun-Han Yao, Yi-Hsuan Tsai, Wei-Chih

Hung, Hung-Yu Tseng, Maneesh Singh, and Ming-Hsuan

Yang. Progressive domain adaptation for object detection. In

The IEEE Winter Conference on Applications of Computer

Vision, pages 749–757, 2020.

[16] Sergey Ioffe and Christian Szegedy. Batch normalization:

Accelerating deep network training by reducing internal co-

variate shift. arXiv preprint arXiv:1502.03167, 2015.

[17] Edwin T Jaynes. Information theory and statistical mechanics.

Physical review, 106(4):620, 1957.

[18] Alexander Kirillov, Kaiming He, Ross Girshick, Carsten

Rother, and Piotr Dollár. Panoptic segmentation. In Pro-

ceedings of the IEEE Conference on Computer Vision and

Pattern Recognition (CVPR), pages 9404–9413, 2019.

[19] Andreas Krause, Pietro Perona, and Ryan G Gomes. Discrim-

inative clustering by regularized information maximization.

In Advances in neural information processing systems, pages

775–783, 2010.
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