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Abstract

Time-to-contact (TTC), the time for an object to collide

with the observer’s plane, is a powerful tool for path plan-

ning: it is potentially more informative than the depth, ve-

locity, and acceleration of objects in the scene—even for

humans. TTC presents several advantages, including re-

quiring only a monocular, uncalibrated camera. However,

regressing TTC for each pixel is not straightforward, and

most existing methods make over-simplifying assumptions

about the scene. We address this challenge by estimating

TTC via a series of simpler, binary classifications. We pre-

dict with low latency whether the observer will collide with

an obstacle within a certain time, which is often more criti-

cal than knowing exact, per-pixel TTC. For such scenarios,

our method offers a temporal geofence in 6.4 ms—over 25×
faster than existing methods. Our approach can also esti-

mate per-pixel TTC with arbitrarily fine quantization (in-

cluding continuous values), when the computational budget

allows for it. To the best of our knowledge, our method is

the first to offer TTC information (binary or coarsely quan-

tized) at sufficiently high frame-rates for practical use.

1. Introduction

Path planning, whether for robotics or automotive appli-

cations, requires accurate perception, which in turn, bene-

fits from depth information. Many modalities exist to infer

depth. Strategies such as lidar estimates depth accurately

but only at sparse locations, in addition to being expen-

sive. Depth can also be estimated with strategies such as

stereo [34], but these introduce issues such as calibration

drift over time.

An alternative is to use a monocular camera—an at-

tractive, low-cost solution, with light maintenance require-

ments. The motion of the camera induces optical flow be-

tween consecutive frames, which carries information on the

scene’s depth. Depth, however, can only be estimated in the

constrained case of static scenes. For dynamic scenes, the

2D flow of a pixel is a function of its depth, its velocity, and

the velocity of the camera. Disentangling these three com-

ponents is an under-constrained and challenging problem.

This work was done while A. Badki was interning at NVIDIA.

Project page: https://github.com/NVlabs/BiTTC
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Figure 1: Given I0 and I1, our binary time-to-contact (TTC) es-

timation acts as a temporal geofence detecting objects that will

collide with the camera plane within a given time, B . It only

takes 6.4 ms to compute. Our method can also output quantized

TTC, Q , and continuous TTC, C .

Previous approaches either ignore dynamic regions [35], or

use strong scene priors [26, 44, 46, 43, 25] to hallucinate

their depth. Do we really need to disentangle them? The

role of perception is to inform decisions. An object mov-

ing towards the camera is more critical than another that is

potentially closer, but moving away from the camera. Dif-

ferently put, predicting the time at which an object would

make contact with the camera may be more valuable than

knowing its actual depth, velocity, or acceleration [22].

In fact, time-to-contact (TTC), the time for an object to

collide with the camera plane under the current velocity

conditions, is a traditional concept in psychophysics [38,

14] as well as computer vision [37, 5]. TTC can be esti-

mated from the ratio of an object’s depth and its velocity

relative to the camera, even when the problem of regressing

either one independently is ill-posed. However, TTC esti-

mation has its own challenges, forcing most of the existing

approaches to severely constrain their scope. For instance,

they assume that the scene is static, or that a mask for dy-

namic objects is provided [16, 32]. The recent approach

by Yang and Ramanan tackles some of these challenges by

learning a mapping between optical flow and TTC directly,

thus producing a per-pixel TTC estimate [42]. However,

it relies on accurate optical flow estimation and inherits its

limitations, including its heavy computational load.

Unlike most existing approaches, we side-step the need

to explicitly compute the optical flow. Our learning-based

approach estimates per-pixel TTC directly from images.

We leverage the relationship between an object’s TTC and

the ratio of the size of its image in different frames [5, 15].
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However, because regressing this scale factor exactly is

challenging, we focus on whether the size of the object’s

image is increasing, indicating a collision at some time in

the future, or decreasing, indicating that the object is mov-

ing away.

More concretely, inspired by Badki et al. [1], we per-

form a series of binary classifications with respect to dif-

ferent scale factors, each corresponding to a specific TTC.

Each classification yields a binary TTC map with respect to

the desired time threshold, Figure 1, insets B . Our binary

map, efficient to compute, acts as a temporal geofence in

front of the camera: it identifies objects within a given TTC,

in 6.4 ms.1 This is useful when a quick reaction time is im-

portant. We can also estimate per-pixel TTC with arbitrary

quantization, as shown in Figure 1, insets Q , or contin-

uous, Figure 1, insets C . These different levels of quan-

tization, from binary to continuous, can be predicted with

the same core network. In fact, quantization levels can be

added, removed, or moved dynamically at inference time,

based on the current needs of the autonomous agent. Given

the scarcity of TTC ground truth data, to impose additional

inductive bias to our network we also introduce binary op-

tical flow estimation as an auxiliary task. We achieve com-

petitive performance for TTC estimation against existing

methods, even stereo-based methods, but we are from 25×
to several orders of magnitude faster.

2. Related Work

While valuable for navigation, 3D information about the

scene is challenging to gather with a monocular camera.

Existing methods assume the scene to be static [9, 39, 17,

24], or estimate single-image relative depth, rather than

metric depth [8, 11, 13, 10, 33]. Single-image relative depth

can be “upgraded” to metric by computing the optical flow

between multiple images [26, 44, 46, 43, 25], but this re-

quires strong priors, and it is brittle for complex, large mo-

tions. Nevertheless, with depth maps and optical flow we

can estimate scene flow, which captures both depth and ve-

locity [36]. A recent approach by Hur and Roth elegantly

combines these principles by learning scene priors to de-

compose the depth and the velocity directly from the esti-

mated optical flow information [18].

Instead of regressing depth and velocity, we focus on es-

timating their ratio directly from images, which yields time-

to-contact (TTC). We do this via multiple binary classifica-

tions. Here we discuss the state-of-the-art in terms of these

two axes—TTC and regression via classification.

2.1. TimetoContact

Time-to-contact (TTC) was studied in psychophysics

and psychology, even before it attracted the attention of the

1On an NVIDIA Tesla V100 for 384×1152 images.

computer vision community. Early work by Lee, for in-

stance, suggested that TTC is sufficient for making deci-

sions about braking, and is likely to be picked up by the

driver faster than distance, speed, or acceleration of objects

in the scene [22]. From a computational standpoint, TTC is

appealing because it only depends on the ratio of depth and

velocity, which can be estimated directly from images, even

when estimating either one is an ill-posed problem [16].

Several traditional approaches have been proposed to es-

timate TTC from the estimated optical flow [31, 32, 3].

Horn et al. proposed a direct method for TTC estimation

that only uses the constant brightness assumptions [15, 16].

While these approaches estimate the TTC for an object that

is moving relative to the camera, they require masks for dy-

namic objects, which limits their practical impact.

We propose a learning-based approach for TTC estima-

tion that handles multiple dynamic objects—without need-

ing any segmentation—and estimates per-pixel TTC. The

elegant, closely related work by Yang and Ramanan esti-

mates optical flow, uses it to compute the scaling factor

of objects, and maps it to TTC [42]. Xu et al. also es-

timate the scaling of objects, but do so by modeling the

change of objects’ size explicitly for optical flow estima-

tion [41]. However, computing the full optical flow is time-

consuming, and estimating TTC from optical flow inher-

its its limitations. Instead, following Horn et al. [16], we

compute TTC directly from the input images, side-stepping

optical flow computation altogether. Moreover, inspired by

Badki et al. [1], we solve TTC estimation via a series of bi-

nary classifications. Each binary classification can be com-

puted independently of the others at over 150 fps. This can

be thought of as a temporal geofence, detecting pixels or

objects within a given TTC. For existing methods, includ-

ing the method by Yang and Ramanan [42], this can only be

achieved by computing the TTC for all the pixels or objects

in the scene, and then thresholding it.

2.2. 3D Inference as a Classification Problem

The idea of posing 3D regression as a classification task

has a rich history. Several learning-based approaches esti-

mate depth via a multi-class classification task [21, 4, 45,

20]. These are more accurate than other learning-based ap-

proaches that pose the problem as a regression task [29, 7].

Badki et al. introduced a method that allows us to control

the trade-off between latency and accuracy [1]. Instead of

posing depth as a multi-class classification problem, they

solve it via multiple binary classifications. Each classifi-

cation provides useful information about the scene at high

frame-rates. Our approach is based on the same intuition.

We are the first learning-based approach to estimate per-

pixel TTC directly from the input images, and to pose it as

a (binary) classification problem.
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Figure 2: Intuition. Given two images of a dynamic scene, I0 and I1, we define a temporal geofence to detect objects expected to cross

the camera plane before a given time τi from the time of capture of I0. Compare I0 and I1, (a). The images of the orange and blue cars

are smaller in I0 (α < 1), while the image of the purple car is roughly unchanged. This allows us to predict that only the first two cars will

collide with the camera plane. We propose to perform this comparison after scaling the source image by a factor αi (corresponding to TTC

value τi). The orange car is still larger in I
αi
1

(α < αi), indicating that it will cross the camera plane before the specified τi. On the other

hand, the blue and purple cars will not. Rather than regressing the exact scale factor, we classify a pixel as making contact before or after

τi by classifying if the objects scale up or down in I
αi
1

with respect to I0. This yields a binary TTC probability map for τi, (c).

3. Method

Despite some time-to-contact (TTC) estimation methods

dating back to the 1990s [37, 5], TTC never rose to the pop-

ularity of other techniques that are now mainstream, such

as optical flow or stereo estimation. This is due in part to

its intrinsic limitations and to the challenges it poses, which

we discuss below. Note that in the rest of the paper we of-

ten attribute the properties of objects to the corresponding

pixels, to simplify the discussion. For instance, we talk of

“a pixel’s velocity” to indicate the projection on the image

plane of the velocity of the object imaged by that pixel.

3.1. A Review on TimetoContact

Consider two frames of a static scene captured by a mov-

ing camera. Pixel-level correspondences allow us to com-

pute depth, if the camera information is known. In the more

realistic case of dynamic scenes, however, the problem be-

comes ill-posed: the displacement of a pixel is the result of

its depth, its velocity, and the camera velocity, all of which

cannot be disambiguated without strong priors. In this case,

the concept of time-to-contact (TTC) comes to the rescue.

Given an object O, the TTC τ , i.e., the time at which object

O will (or did) cross the camera plane, can be written as

τ = −ZO

/

dZO

dt
= −ZO/ŻO, (1)

where the origin is at the camera, and we assume that the

current velocity conditions will continue. ZO is the depth

of the object from the camera plane, and ŻO its relative

velocity. Equation 1 shows the first appealing feature of

TTC: even if the depth and the velocity of the object cannot

be estimated independently, τ can be computed from their

ratio.

However, we are interested in computing the TTC from

pixel displacements alone. To do that we need an additional

piece of information: the location of the focus-of-expansion

(FOE). Given two frames of a static scene captured by trans-

lating the camera, all the pixels in the image move along

lines originating from the FOE, the image of the point to-

wards which the camera is moving. Under the same as-

sumptions, the FOE coincides with the epipole. The rela-

tionship between the TTC, τ , and the velocity of the pixel

is given by

ẋ =
x− x0

τ
and ẏ =

y − y0
τ

, (2)

where (x0, y0) is the FOE. Equation 2 can be easily derived

by differentiating the projection of a 3D point onto the im-

age plane with respect to time [15]. Note that the velocity

(ẋ, ẏ) can be computed from the optical flow (u, v), which

allows us to write

τ =
x− x0

u
· T and τ =

y − y0
v

· T, (3)

where T is the time elapsed between the two frames.

Equation 3 shows a second compelling reason to use

TTC: its estimation does not require the camera calibra-

tion.2 There are also challenges, however. If a rigid object is

dynamic and translates with respect to the scene, its pixels

move along lines centered around a different FOE. To esti-

mate the TTC using Equation 3, then, we need to localize

the FOE of each dynamic object. Moreover, if an object is

deformable, the FOE varies with each pixel, and for general

motion, we need to further compensate for rotations. This is

why traditional approaches had to rely on oversimplifying

assumptions.

However, we can compute the size of the image of a

fronto-parallel, planar non-deformable object of size SO at

distance ZO as [15]

sO = fSO/ZO, (4)

where f is the focal length of the camera. Since f and SO

are constant, differentiating Equation 4 yields

ZO/ŻO = −sO/ṡO, (5)

2We assume a pin-hole camera model.
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Figure 3: Binary TTC maps. Our method can directly identify

the pixels that will contact the camera plane before a given time.

From top to bottom, we show results for four TTC values for a

case of highway driving and for a camera that rotates.

which, plugged into Equation 1, allows us to estimate the

TTC using only information about the size of an object’s

image and its rate of change:

τ = sO/ṡO. (6)

Note that both Equation 3 and 6 effectively look at scaling.

However, the latter is independent of the point with respect

to which the scaling is performed, whereas for the former,

that point is the FOE. Of course, under more realistic condi-

tions (e.g., non-planar, fronto-parallel objects), Equation 6

becomes an approximation, which requires proper handling,

as we show later.

3.2. TTC via Multiple Binary Classifications

In this section, we first provide the intuition motivating

our method. We then describe binary TTC, the core of our

method, which detects pixels predicted to collide with the

camera plane within a given time. We further show how an

arbitrary number of binary classifications can be combined

to estimate, for each pixel, a quantized version of the TTC.

To simplify the description, here we assume positive TTCs,

i.e., we focus on objects moving towards the camera rather

than away from it. In Section 4, we describe a small adapta-

tion of our method that allows us to seamlessly remove this

distinction.

3.2.1 Intuition

Given two images captured at times t0 and t1, Equation 1

can be approximated as

τ = −Z(t0)

/(

Z(t1)− Z(t0)

t1 − t0

)

=
t1 − t0

1− Z(t1)
Z(t0)

. (7)

If we assume fronto-parallel and planar objects that do not

rotate, we can combine Equations 7 and 4, thus expressing

the TTC as a function of observations in image space:

τ =
t1 − t0

1− s(t0)
s(t1)

=
t1 − t0
1− α

, (8)

I0

I1

f0

f1

∗

φ

Ψ

GT

L

Task ∗ φ Ψ L GT

TTC

binary scaling αi Bτi
BCE ✶τ∗>τi

quantized scaling {αi} {Bτi
} BCE {✶τ∗>τi

}

continuous scaling {αi} {Bτi
}, τ BCE, SL1 {✶τ∗>τi

}, τ∗

Optical flow
horizontal shifting ui Bui

BCE ✶u∗>ui
vertical shifting vi Bvi

BCE ✶v∗>vi

Figure 4: Architecture. We perform all of our tasks with minor

modifications to the same backbone. We preprocess the input im-

ages by extracting features and applying a task dependent opera-

tion, ∗ , to the features of the second image. The input parameter

φ, the loss, L, the ground truth, GT, and the output, Ψ for each

task are listed in the table. Note that {·} indicates a set, and 1 the

indicator function.

where s is the size of the image of an object or region in

the scene. In other words, with Equation 8, the TTC can be

computed from the scale factor α. This simplifies our task,

compared with having to estimate per-pixel FOEs and op-

tical flow. However, regressing α for each pixel explicitly,

which requires defining the size of objects or image regions

and tracking its change over time, is not straightforward. In-

stead, we consider a pair of images, I0 and I1, and compute

Iαi

1 , a version of I1 scaled by a factor αi. This scaling fac-

tor αi corresponds to a unique TTC τi. The regions whose

size matches between I0 and Iαi

1 will collide with the cam-

era plane exactly at τi. Furthermore, we can expect regions

that are larger (or smaller) in Iαi

1 to collide with the camera

before (or after) τi, see Figure 2.

Instead of regressing the scale factor α directly, then, we

propose to train a neural network to take such pairs of im-

ages and classify regions in Iαi

1 as being larger or smaller

than the corresponding regions in I0, where the correspon-

dence is learned implicitly. Our approach is inspired by the

work of Badki et al. [1] for stereo. They also learn to clas-

sify the disparity of a pixel as being larger or smaller than a

given disparity, instead of regressing the disparity directly.

3.2.2 Binary TTC

The inputs to our method are two images and scale fac-

tor αi corresponding to the TTC we want to analyze. We

first extract features f0 and f1 from both images, and scale

f1 by αi, to obtain fαi

1 . Rather than classifying the ob-

jects as scaling up or down between f0 and fαi

1 , we train

a lightweight network to directly classify whether each

pixel’s TTC is larger or smaller than τi, using a binary cross-

entropy loss. That is, the network predicts a probability map

Bτi(x, y) = p(τ(x, y) > τi; f0, f
αi

1 ), (9)
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which can be binarized by simple thresholding. We train

directly to predict binary TTC instead of explicitly detect-

ing if the size of the image of objects is getting larger or

smaller with respect to αi for two reasons. First, ground

truth data for the scale factor α is challenging to even de-

fine beyond a small neighborhood of pixels, unless objects

move rigidly and only translate. Moreover, as discussed be-

fore, Equation 8 is an approximation in the common case of

objects that are not planar, and for non-rectilinear motions.

Equation 7, which establishes the relationship between the

change in depth and the TTC, allows us to generate the

ground truth data from existing datasets, as we explain in

Section 4.1. A network trained to classify the TTC directly

can learn the necessary priors to compensate for the approx-

imations introduced by Equation 8. Our core architecture is

shown in Figure 4. This very architecture is also used for all

the tasks we describe below, with the caveat that the terms

in blue differ for each task.

3.2.3 Quantized TTC

Our core approach naturally extends to estimating a

coarsely quantized TTC for each pixel, which may be more

useful than binary in certain scenarios. We note that Equa-

tion 9 is a complementary cumulative distribution function.

Therefore, for two time-to-contact values, τj > τi, we can

compute

p(τi < τ(x, y) ≤ τj) = Bτi(x, y)−Bτj (x, y). (10)

Consider a set of TTC values {τi}i=1:N , and assume they

are in increasing order. After computing Equation 9 for

each of the N TTC values, we can estimate the quantiza-

tion bin in which the TTC of a pixel falls as

Q(x, y) = argmax
i

(

p
(

τi < τ(x, y) ≤ τi+1

)

)

. (11)

The different TTC values can be spaced non-uniformly.

3.2.4 Continuous and Selective TTC

While our method is specifically designed for binary and

quantized TTC estimation, it can also estimate per-pixel,

continuous TTC. In principle, we can approximate contin-

uous values by predicting quantized TCC (Section 3.2.3)

with a larger set of TTC values {τi}i=1:N . This, how-

ever, fails to exploit the relationship between the bi-

nary classifications for different τi’s, for a pixel. We

slightly modify the approach while still preserving its bi-

nary classification core, as shown in Figure 4. Specif-

ically, instead of taking consecutive pairs of probabil-

ity maps and applying Equation 10, we stack them.

τ1 τ2 τ∗ τN

B
τ i
(x

0,
y
0)

...

For a specific pixel (x0, y0) we

generally see a progression as

in the plot on the right. That

is, Bτi(x0, y0) (the probability

that the object will collide after τi) is consistently high for

τi ≪ τ∗, and low for τi ≫ τ∗, where τ∗ is the correct TTC

value. In the transition region, the network is uncertain,

which is why aggregating information across multiple τi is

beneficial. Badki et al. [1], who obtain a similar curve for

disparity, propose to estimate the transition point, τ∗ in our

case, by computing the area under the curve (AUC),

AUC(x, y) =
∑

i

(τi+1 − τi) ·Bτi(x, y). (12)

To understand why Equation 12 yields the desired result,

consider the case of a step function, i.e., τ∗ aligns with a

quantization boundary: AUC= τ∗ · 1 = τ∗. This relation-

ship holds for the more common case of a smooth transi-

tion region: because the transition is generally symmetric

around τ∗, the red and green areas in the plot have similar

extent and compensate for each other. Because the AUC

is differentiable, we can use it to fine-tune our network so

that combining a set of probability values using the AUC

operation yields continuous TTC values.

3.2.5 A Note on Inference-Time Tradeoff

Binary, quantized, and continuous TTC estimation yield in-

creasingly rich information for navigating an environment.

We note that, when estimating quantized and continuous

TTC, the multiple binary classifications can be run in paral-

lel, as they are independent of each other. Therefore we can

compute quantized and continuous TTC at roughly the same

frame-rate as for binary quantization—just above 150 fps.

If multiple binary classifications cannot be run in parallel

due to hardware limitations, the cost for computing quan-

tized and continuous TTC grows linearly with the number

of levels. In such cases, one can decide the number of quan-

tization levels dynamically to best leverage the trade-off be-

tween accuracy and latency. For situations where a fast re-

sponse time is critical, such as highway driving, binary TTC

may be sufficient. For slower navigation (e.g., for robotics

or for parking lot driving), our method can be adapted to

trade latency for a finer quantization at inference time.

3.3. Dealing with the Lack of Training Data

As for any learning-based method, having access to a

large amount of data is critical to properly train our network.

Unfortunately, there are no datasets with TTC ground truth

data and few scene flow datasets that we can use to infer it

(Section 4.1). To increase the training data, we leverage a

closely related task: binary optical flow estimation. We use

the same binary approach, but we shift the features (hori-

zontally and vertically) rather than scaling them. We then
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Figure 5: Optical flow as an auxiliary task. We estimate optical

flow as an auxiliary task to improve our TTC estimation. Like for

continuous TTC, we estimate optical flow via a series of binary

classifications. While optical flow is not a goal for us, this figure

shows that our prediction is reasonable.

classify the direction of the shift (left/right or up/down). For

horizontal shifts, we seek to predict a probability map rela-

tive to a given shift ui

Bui
(x, y) = p(u(x, y) > ui; f0, f

ui

1 ), (13)

where fui

1 are the features extracted from the second im-

age and shifted by ui. The equation for the vertical shift vi
is analogous. Using optical flow to pre-train our network

and continuing using it as an auxiliary task yields a stronger

inductive bias, as we discuss in Section 5. Although opti-

cal flow is an auxiliary task, we show results in Figure 5 to

allow for a visual evaluation.

4. Implementation Details

4.1. TTC Data Generation

A dataset providing per-pixel TTC ground truth does not

exist. However, we can use ratio of the depth in different

frames to compute the TTC with Equation 7. This ratio

can be computed from datasets offering per-pixel scene flow

[X(t0), Y (t0), Z(t0)] → [X(t1), Y (t1), Z(t1)]. To train

for TTC estimation we use the Driving dataset from the

SceneFlowDatasets [28]. We also use the KITTI15 [29]

dataset to train for TTC estimation. We split the train-

ing dataset of KITTI15 into train and validation split, and

show analysis on the validation part of the dataset. To pre-

train our network for the task of binary optical flow, we

use the FlyingChairs2 [7, 19] and the FlyingThings3D [28]

datasets. We also use optical flow data available from Driv-

ing [28] and KITTI15 [29], and train our network for both

binary optical flow and TTC estimation.

4.2. Working in the Inverse TTC Domain

We are interested in objects predicted to collide within τi
seconds. However, τ ∈ (−∞,∞), with positive and neg-

ative values indicating objects moving towards and away

from the camera, respectively. That is, some of the pixels

whose TTC is smaller than τi will never collide with the

camera plane. In practice, then, we seek to identify the pix-

els such that

(τ(x, y) ≤ τi) ∩ (τ(x, y) > 0), (14)

which introduces an additional complication. Moreover, the

effect of TTC in the image space in not linear. A simple

solution is to work with the ratio-of-depths, the inverse of

the TTC domain:

η =
Z(t1)

Z(t0)
= 1−

t1 − t0
τ

. (15)

Yang and Ramanan termed it motion-in-depth [42]. Thanks

to Equation 15, the effect of TTC is linear in image space

and Equation 14 simply reduces to

η(x, y) ≤ ηi. (16)

For binary TTC, then, we simply scale the features of the

source image by a factor αi = ηi.
Similarly, for continuous estimation, we sample planes

uniformly in the inverse TTC domain. We apply uniformly

spaced scale factors to the features of the source image:

{αi}i=1:N = {α0 + i∆α}i=1:N . The AUC of the result-

ing segmentation gives us the map η(x, y), which we then

covert to a TTC map.

4.3. Architecture

Figure 4 shows our architecture. The feature extraction

module uses spatial pyramid pooling layers as PSMNet [4].

The resulting 32-channel feature maps are at one-third the

input image resolution. We then apply a task-dependent op-

erator, ∗ , parametrized by φ, to f1 and generate fφ
1 . For

instance, when estimating the horizontal component of bi-

nary optical flow, ∗ shifts the features by a horizontal shift

ui, and for binary TTC, it scales them by αi. The full list

for each task is in the table in Figure 4. To avoid cropping

out features, we zero-pad f0 and fφ
1 to 1.5× the feature

map resolution. The concatenation of f0 and fφ
1 is fed to

a 2D encoder-decoder network with skip connections. This

module has three heads—one for binary TTC, one for bi-

nary horizontal optical flow, and one binary vertical optical

flow. We apply a sigmoid to each output to obtain the re-

spective probability maps. Intuitively, this network tells us

if the features in fφ
1 are scaling up/down, shifting right/left,

or shifting up/down with respect to the corresponding fea-

tures in f0.

4.4. Training

We pre-train our network for the binary optical flow task

on the FlyingChairs2 dataset and train it further on the

FlyingThings3D dataset [28] using a binary cross-entropy
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Inputs Ground Truth Hur and Roth [18] Yang and Ramanan [42] Ours

Figure 6: Comparison on continuous TTC estimation. We show the predicted TTC and the error map (red and green indicate high and

low error, respectively) for all methods. Our method and Yang and Ramanan’s method explicitly train for TTC estimation and provide

better results than the monocular scene flow method of Hur and Roth. Note the lower error in the TTC estimation for our method.

(BCE) loss with respect to a thresholded version of the

ground truth. The TTC head is left unsupervised in this

stage. We then fine-tune our network for estimating binary

TTC first on the Driving [28] and then on the KITTI15 [29]

datasets. Since both datasets also offer optical flow data,

in this second stage we train for both binary optical flow

and binary TCC. In Section 5 we discuss the impact of this

choice on the quality of the results. We use relative weights

of 0.8 and 0.2 for binary TTC and binary optical flow tasks

respectively. For training on the KITTI15 dataset, we use

the same split as Yang and Ramanan [42].

For the continuous version, we pre-train the network as

before, and fine-tune it on FlyingThings3D for continuous

optical flow. For each training image pair we uniformly

sample horizontal and vertical shifts and stack the maps

corresponding to each shift. We use the resulting volumes

to compute continuous optical flow via the AUC operation

described in Section 3.2.4. We can then continue training

the network using a BCE loss on the individual probability

maps, and a Smooth-L1 (SL1) [12] regression loss on the

output of the AUC module. We use relative weights of 0.1
and 0.9 respectively. To fine-tune our network for contin-

uous TTC estimation, we follow a similar strategy as for

the binary segmentation training. We continue training the

network for the task of continuous optical flow and con-

tinuous TTC estimation on the Driving and the KITTI15

datasets. However, this time we form three volumes, two

corresponding to optical flow and one to TTC. As discussed

in Section 4.2, we work in the inverse TTC domain and uni-

formly sample scale factors. The network trained on the

entire KITTI15 dataset is used for scene flow estimation

on KITTI15 benchmark images, as explained in Section 5.

We refer the reader to our Supplementary for the additional

training details.

5. Evaluation and Results

In this section we discuss qualitative and quantitative re-

sults for our method. First, to validate the importance of

the training strategy described in Section 3.3, we compare

three training strategies: (1) we train our network only to

estimate binary TTC, (2) we pre-train it to estimate binary

optical flow (OF) and then binary TTC, and (3) we pre-train

with binary OF, and then continue training with both binary

OF and binary TTC (our method). As shown in Table 1,

our final method achieves a percentage error of 1.013 and

a mean intersection-over-union (mIOU) of 0.9525. If we

only train for TTC estimation after pre-training for OF, we

observe an increase in percentage error to 1.174 and a drop

in mIOU to 0.9453. Removing the binary OF estimation al-

together, leads to an additional increase in percentage error

to 2.670 and an additional drop in mIOU to 0.8808.

We also thoroughly validate our approach numerically

on the KITTI15 validation set. We compare to Yang and

Ramanan [42], who proposed the only existing approach

that computes per-pixel TTC from a monocular camera, un-

der practical assumptions. They too look at how the size

of objects changes, but they estimate it explicitly (and lo-

cally) from the optical flow between frames. We also mea-

sure against PRSM [40] and OSF [29], both of which per-

form 3D scene flow estimation using stereo cameras. They

represent images as a collection of planar super-pixels and

jointly solve for geometry and 3D motion, which informs

about the change of depth over time (Section 4.1). This can

be used to estimate motion-in-depth for each pixel, η(x, y),
using Equation 15, which can then be thresholded. Our final

comparison is against Hur and Roth [18], a state-of-the-art

monocular scene flow estimation approach. We compare

against their best model, which uses a combination of self-

supervised learning on the KITTI15 raw dataset and super-

vised learning on the entire KITTI15 training dataset. Note

that this approach is already fine-tuned on our validation set.

Table 1 shows that our continuous TTC estimation,

yields the lowest motion-in-depth error:

MiD = ||log(η)− log(ηGT )||1 · 10
4. (17)

However, our fundamental innovation is the ability to de-

fine a temporal geofence, i.e., detecting pixels with a TTC

smaller than a given τi without the need to estimate the full

TTC first. On this task we perform on par with Yang and

Ramanan, but our binary TTC is around 26× faster. OSF
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performs better than our approach in terms of binary TTC,

though, again, it uses a richer input. Moreover, OSF and

PRSM, implemented on a CPU, take 390 s and 300 s re-

spectively. The approach by Hur and Roth struggles despite

fine-tuning the model on the validation set. However, un-

like ours and Yang and Ramanan’s approaches, they do not

use a synthetic dataset to pre-train, nor train for a better-

posed TTC estimation task. Instead, they focus on the more

difficult task of monocular scene flow estimation.

We further evaluate our method on the KITTI15 bench-

mark [30] with the same strategy as Yang and Ra-

manan [42]: we use our motion-in-depth estimation to com-

pute scene flow, the 3D motion [X(t0), Y (t0), Z(t0)] →
[X(t1), Y (t1), Z(t1)] corresponding to each pixel. The

first two scene flow components can be estimated by back-

projecting the optical flow for each pixel. For the Z com-

ponent, traditional approaches use stereo information. We

can estimate the third component from the motion-in-depth

ratio if we are given the depth in one frame. After com-

puting the depth at t0 with GANet [45] (evaluated by D1 in

Table 2) and combining it with our TTC estimate, we can

compute the depth for each pixel at time t1. Therefore, D2

in Table 2 effectively measures the quality of our results.

The other numbers in the table evaluate other components

and are reported for completeness. While our method is

not designed to estimate scene flow, it performs on par, or

slightly better than methods specifically optimized for it.

In certain scenarios, binary TTC can be more informa-

tive than depth. For instance, the top row of Figure 1 shows

a car driving away from the camera, and one that is far-

ther, but driving towards the camera. The latter, detected

by our binary TTC, is potentially more impactful—in the

true sense of the word!—for the ego vehicle path planning.

The last row of Figure 3 shows that, as discussed in Sec-

tion 3.2.2, our method can compensate for camera rotation,

even if that breaks some of our assumptions. This is also

visible for continuous TTC in the first row of Figure 5.

We show quantized TTC estimation results in Figure 1

Q . Note that even just 9 TTC quantization levels (8 bi-

nary classifications) provide a meaningful representation of

the scene. Moreover, the underlying binary classifications

can be run in parallel as they are independent of each other.

Therefore, quantized TTC can be run at roughly the same

frame-rate as the binary TTC.

We show a visual comparison with Hur and Roth [18],

and Yang and Ramanan [42] on continuous TTC for

KITTI15 images in Figure 6. Note the lower for our ap-

proach. In Figure 7 we show qualitative result of our ap-

proach on the Citiscapes dataset [6]. We show two failure

cases on this dataset, one due to the sudden vertical motion

caused by a road bump and another due to an object rotat-

ing significantly. Broadly, our method struggles for motions

under-represented in the training dataset.

Binary (200 ms – 2 s) Continuous

mIOU (↑) % error (↓) MiD (↓)

Stereo
PRSM [40] 0.9365 1.339 124.0

OSF [29] 0.9556 0.941 115.0

Mono
Hur & Roth [18] 0.9418 1.233 115.13

Yang & Ramanan [42] 0.9525 1.012 75.00

Ours 0.9525 1.013 73.55

Table 1: Comparison on the validation set of KITTI15 for both bi-

nary TTC (averaged over a set {αi} uniformly sampled in the in-

terval τ ∈ [0.02s, 2s]) and continuous TTC. Note that PRSM and

OSF both use richer input data (stereo vs mono). MiD, motion-in-

depth, directly evaluates TTC.

D1-all D2-bg D2-fg D2-all Fl-all SF-all

UberATG-DRISF [27] 2.55 2.90 9.73 4.04 4.73 6.31

ACOSF [23] 3.58 3.82 12.74 5.31 5.79 7.90

ISF [2] 4.46 4.88 11.34 5.95 6.22 8.08

Yang&Ramanan [42] 1.81 3.39 8.54 4.25 6.30 8.12

Ours 1.81 3.84 9.39 4.76 6.31 8.50

Table 2: Top 5 published methods on the KITTI scene flow bench-

mark. Our method performs reasonably well, despite not being

designed for scene flow, see text.

Figure 7: Unseen dataset. Our predicted TTC map on Citis-

capes [6]. The first row shows an example of a car moving towards

us and another where the car in the adjacent lane is speeding away.

The bottom two rows show failures due to a drastic rotation and a

road bump, respectively.

6. Conclusions

In certain scenarios, time-to-contact (TTC) information

can be more useful than depth. However, existing TTC es-

timation methods either make impractical assumptions, or

cannot be run in real time. We presented a framework to

estimate time-to-contact (TTC) from a monocular input. In

just 6.4 ms, our approach computes a temporal geofence

to detect objects predicted to collide with the camera plane

within a given TTC. By computing a number of such ge-

ofences, it can also estimate TTC with arbitrary quantiza-

tion, including continuous TTC. We show that our method

achieves competitive performance for TTC estimation—

even when other methods use richer input data.
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