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**Abstract**

Image-to-image (I2I) translation methods based on generative adversarial networks (GANs) typically suffer from overfitting when limited training data is available. In this work, we propose a data augmentation method (ReMix) to tackle this issue. We interpolate training samples at the feature level and propose a novel content loss based on the perceptual relations among samples. The generator learns to translate the in-between samples rather than memorizing the training set, and thereby forces the discriminator to generalize. The proposed approach effectively reduces the ambiguity of generation and renders content-preserving results. The ReMix method can be easily incorporated into existing GAN models with minor modifications. Experimental results on numerous tasks demonstrate that GAN models equipped with the ReMix method achieve significant improvements.

**1. Introduction**

In recent years, Generative Adversarial Networks (GANs) [11] have shown much progress in numerous tasks including image-to-image translation. Well-designed adversarial losses [11, 27, 25, 1, 12, 26] provide effective domain-level supervision, making the translated results indistinguishable from the real samples. The GAN-based methods heavily rely on vast quantities of training examples. For instance, Karras et al. [19, 20] use 70K high-quality face images to train their models. However, collecting a large amount of image data can be prohibitively expensive or implausible (e.g., for masterpieces by artists). This issue highlights the importance of training GANs with limited data. Unfortunately, reducing the amount of training data often leads to severe model overfitting. Recent findings [18, 42] reveal that GANs easily memorize a small training set and then render drastically degraded results in the testing set.

Some efforts have recently been made to tackle this problem. The adaption-based approaches [24, 30] use external datasets as an alternative. They first learn a semantically related translation and then adapt it to the translation of interest. Despite the effectiveness, these approaches require additional image collection. Several data augmentation schemes [40, 18, 35, 42, 43] tailored for GANs have been developed to alleviate the need for additional datasets. They use groups of image transformations (e.g., cropping, resizing, and cutout [10]) to augment the inputs of the discriminator. Even with limited data, these methods can prevent the discriminator from overfitting, allowing effective adversarial supervision. However, augmenting data for the generator is infeasible due to the problem of leaking [18]. For the image-to-image translation tasks, these methods cannot prevent the generator from memorizing how to trans-
late the given source images.

To facilitate training GANs with limited data in image-to-image translation, we propose a data augmentation strategy named ReMix. We mix source images in the feature space using convex combinations. The generator learns to map the mixed samples to the target space against overfitting. In addition, the discriminator is improved in the process of distinguishing the augmented fake samples. We present a novel content loss that maintains the perceptual relations among the samples. The proposed loss avoids the model from producing ambiguous results from the augmented data. In Figure 1, the image reconstruction task is illustrated as an example. We aim to reconstruct two samples $x^1$ and $x^2$, and synthesize a virtual input $e'$ by interpolating the intermediate features $e^1$ and $e^2$. However, the reconstruction target for the input $e'$ is unknown, so the corresponding output $y'$ requires additional constraints on image content. To this end, we propose to constrain the perceptual relationships among $\{x^1, x^2, y^1\}$ based on the relationships among $\{e^1, e^2, e^1\}$. Concretely, if $e'$ is closer to $e^1$ (or $e^2$), we then enforce the output $y'$ to be more similar to $x^1$ (or $x^2$) than the other one. In this manner, we provide effective supervision and neatly sidestep estimating the targets for the interpolated inputs.

The ReMix method can be incorporated into existing methods easily. Only a few lines of codes are required to modify the original loss function. In the experiments, we evaluate the proposed method on several tasks, including cross-spectrum face translation on the CASIA dataset [2], evaluate the proposed method on several tasks, including cross-spectrum face translation on the CASIA dataset [2], animal face translation on the AFHQ dataset [7], and image synthesis from semantic label maps on the Cityscapes dataset [8]. We use the state-of-the-art models [37, 28, 7, 20] on these tasks as the baselines. Experimental results demonstrate that the models equipped with the ReMix method achieve significant improvements. We also train these models with 10% available data and still get comparable performances.

The main contributions are summarized as follows:
- We propose a data augmentation strategy based on feature-level interpolation. Our method reduces the overfitting problem of GANs, particularly for the image-to-image translation tasks.
- We propose to maintain the perceptual relations among samples to optimize the interpolated translations. Our scheme reduces the ambiguity of generation and forces the model to learn content-preserving translations.
- We achieve significant improvements in multiple image synthesis tasks. In addition, we produce plausible results with only 10% training data.

2. Related Work

Unsupervised image-to-image (I2I) translation. These methods aim to learn the mapping from the source domain to the target domain without paired data. Since this problem is inherently ill-posed, the translated results will be ambiguous without additional constraints. To tackle this issue, existing I2I methods are constrained to preserve the image content based on pixel-level values [4, 31], semantic features [34, 15, 22], or attribute labels [4]. The proposed loss functions, e.g., reconstruction loss and cycle consistency loss [44], serve as the objective for content-preserving translation. Existing I2I methods heavily rely on large collections of high-quality images. In this work, we propose an interpolation-based augmentation scheme for image-to-image under limited data. To avoid ambiguous generations from the interpolated input, we develop a new loss function to preserve image content.

Data augmentation. Numerous methods have been developed to increase the amount of data for training deep learning models without overfitting. Applying some content-preserving operations (e.g., flipping, rotation, and cropping) has become a routine data pre-processing step. To augment data for GANs, some recent approaches use adaptive [18, 40] or automatic [42] strategies to combine these operations. However, these schemes can only be applied to the discriminator and do not address the overfitting problem of the generator.

Interpolation-based augmentation methods [5, 9, 39, 2, 3] focus on mixing training samples at the feature-level or image-level. Linear interpolation is simple but powerful in improving the generalization. For image synthesis, generating plausible interpolated results is also a desired property. However, it remains difficult to determine supervisory signals for the interpolated inputs. The mixup method [39] assumes that the relationship between the training data and supervisory signal is linear. KNN interpolation algorithms [5, 36] only choose the neighbors from the same class to interpolate. The regularization [33] and penalty [29] methods can also be applied to estimate the supervisory signals. For the image-to-image translation problems where the supervision signal is high-dimensional data, these estimations can be prone to errors. In contrast, our method maintains the perceptual relation among samples, which does not require the estimation of supervisory signals.

3. Proposed Method

We aim to learn the mapping function from the source domain $X$ to the target domain $Y$. First, we train a generator, $G : X \mapsto Y$, for this task. Our goal is two-fold: 1) given $x \in X$, $G(x)$ should be indistinguishable from the samples in $Y$, and 2) $G(x)$ should preserve certain content information. To this end, we optimize the adversarial loss $\mathcal{L}_{gan}$ and content loss $\mathcal{L}_{con}$. We formulate the objective functions for
provides supervision to generate content of that confuse the discriminator. In addition, we enforce the enforcements. The generator is trained to produce realistic samples from a real input \(x\) and corresponding content target \(e\). We enforce \(e\) to be closer/further to \(\phi(t^1)\) than \(\phi(t^2)\). We let \(\phi\) denote the function to extract content representations. In addition, we enforce \(\phi(s')\) to be closer to \(\phi(t^2)\) than \(\phi(t^{\text{rand}})\), and \(t^{\text{rand}}\) is an arbitrary sample except \(t^1\) and \(t^2\).

the generator \(G\) and the discriminator \(D\) as:

\[
\mathcal{L}^G = \sum_{(x,t) \sim X, y \sim Y} \mathcal{L}_{\text{gan}}(G(x), y) + \mathcal{L}_{\text{con}}(\phi(G(x)), \phi(t)),
\]

\[
\mathcal{L}^D = \sum_{x \sim X, y \sim Y} -\mathcal{L}_{\text{gan}}(G(x), y),
\]

where \(\phi\) denotes the function to extract content representations. The generator is trained to produce realistic samples that confuse the discriminator. In addition, we enforce the content of \(G(x)\) to match the content of \(t\), as illustrated in Figure 2(a). Assigning \(t\) identical to \(x\) is the most common scheme for unpaired image-to-image translation, whereas other choices are also permitted by our method. The forms of \(\mathcal{L}_{\text{gan}}\) and \(\mathcal{L}_{\text{con}}\) are determined according to specific tasks. In the following, we introduce the ReMix method to augment training data for the GAN-based framework.

3.1. Interpolation-Based Data Augmentation

We augment the training data based on the interpolation at the feature-level. Let \(G = G_2 \circ G_1\), where \(\circ\) denotes function composition. We mix the intermediate features extracted by \(G_1\). The interpolated data is given by:

\[
e' = \lambda \cdot e^1 + (1 - \lambda) \cdot e^2,
\]

where \(e^1 = G_1(x^1)\) and \(e^2 = G_1(x^2)\). Here, \(x^1\) and \(x^2\) are two random samples from the source domain, and \(\lambda \in [0, 1]\) is the interpolation weight. Note that directly interpolating on the raw input \(x\) is a particular case in our method.

For the interpolated inputs to be useful for training, we need to translate them into content-preserving results. But calculating the content loss \(\mathcal{L}_{\text{con}}\) for the interpolated input \(e'\) requires the unknown content target \(t'\). We only know \(t^1\) and \(t^2\), which are the corresponding content targets of \(e^1\) and \(e^2\), respectively. Instead, let \(s' = G_2(G_1(e'))\), and we constrain the perceptual relationships among \(\{t^1, t^2, s'\}\) in the metric space. Without loss of generality, we assume that \(e_1\) weighs more in Equation 3. We then enforce the result \(s'\) to satisfy the following constraint:

\[
\mathcal{L}_{\text{con}}(\phi(s'), \phi(t')) < \mathcal{L}_{\text{con}}(\phi(s'), \phi(t^2)).
\]

That is, the interpolated \(e'\) is closer to \(e_1\) than \(e_2\) in interpolation space, and we enforce the outputs to have an analogous relation: the corresponding output \(s'\) should be closer to \(t^1\) than \(t^2\) in the metric space. Figure 2(b) shows a visualized illustration.

Although Equation 4 provides supervision to generate content-preserving results, the term \(\mathcal{L}_{\text{con}}(\phi(s'), \phi(t^2))\) does not have an upper bound yet. This means simply pushing the output \(s'\) away from \(t^2\) can satisfy the constraint, which is less desirable. Let \(e^{\text{rand}} = G_1(x^{\text{rand}})\), where \(x^{\text{rand}}\) is an arbitrary sample other than \(x^1\) or \(x^2\). We further propose the following constraint:

\[
\mathcal{L}_{\text{con}}(\phi(s'), \phi(t^2)) < \mathcal{L}_{\text{con}}(\phi(s'), \phi(t^{\text{rand}})),
\]

where \(t^{\text{rand}}\) is the content target of \(x^{\text{rand}}\). Since \(x^{\text{rand}}\) does not contribute to the interpolation, \(t^{\text{rand}}\) should be irrelevant to the output \(s'\). Therefore, we enforce \(s'\) to be closer to \(t^1\) than \(t^{\text{rand}}\).

We refer to the above-described scheme as ReMix for data augmentation. We constrain the relative position of the output based on the perceptual relations among the inputs. Our approach provides effective supervision while allowing diverse generations. The translated results can be multimodal as long as the content constraints are satisfied.

3.2. Learning GAN Models with Limited Data

We show how to apply the proposed ReMix method to the batch-wise training of GAN models. For each iteration, we feed an interpolated data batch to the model with a probability of \(p\). If the batch is not interpolated, we directly train the model with the original settings. Otherwise, we draw two data batches, \(\{(x^1_i, t^1_i)\}_{i=1}^p\) and \(\{(x^2_i, t^2_i)\}_{i=1}^p\), where \(n\) denotes the batch size. Similar to the mixup method [39], we calculate the interpolation weight by:

\[
\mu = \text{Beta}(\alpha, \alpha),
\]

\[
\lambda = \max(\mu, 1 - \mu),
\]

Figure 2. Illustration of the proposed ReMix method. We use colors to indicate different samples. (a) For each feature \(e\) extracted from a real input \(x\), we minimize the distance between the output \(s\) and corresponding content target \(t\). (b) For the interpolated feature \(e' = \lambda \cdot e^1 + (1 - \lambda) \cdot e^2\), we constrain the relative similarity of the output \(s'\). Concretely, if \(e'\) is closer/further to \(e^1\) than \(e^2\), we enforce \(\phi(s')\) to be closer/further to \(\phi(t^1)\) than \(\phi(t^2)\). We let \(\phi\) denote the function to extract content representations. In addition, we enforce \(\phi(s')\) to be closer to \(\phi(t^2)\) than \(\phi(t^{\text{rand}})\), and \(t^{\text{rand}}\) is an arbitrary sample except \(t^1\) and \(t^2\).
where $\text{Beta}(\alpha, \alpha)$ denotes the beta distribution parameterized by $\alpha$. We then obtain the amplified inputs $\{e'_i\}_{i=1}^n$ by the interpolation scheme formulated in Equation 3. Note that $e_1'$ always weighs more in the interpolation because we have $\lambda \geq 0.5$.

We compute the adversarial loss $L_{\text{gan}}$ using the amplified batch for domain-level supervision. For the content supervision described in Equations 4 and 5, we have:

$$L_p = \sum_i \max \{0, L_{\text{con}}(\phi(s'_i), \phi(t'_i)) - L_{\text{con}}(\phi(s'_i), \phi(t'_i))\},$$

(8)

$$L_n = \sum_i \max \{0, L_{\text{con}}(\phi(s'_i), \phi(t'_i)) - \bar{a}\}.$$

(9)

We minimize $L'_{\text{con}} = L_p + L_n$ for the interpolated inputs, which is referred to as the relative form of $L_{\text{con}}$. We initialize $\bar{a}$ to 0 and update it dynamically during training. Concretely, we first compute:

$$a = \sum_i L_{\text{con}}(\phi(s'_i), \phi(t'_i)),$$

(10)

where $j \neq i$, so $e_j'$ does not contribute to the interpolation of $e'_i$. Hence, $a$ denotes the mean distance of the unrelated output-target pairs within the training batch. Then, we adopt a momentum update of $\bar{a}$:

$$\bar{a} \leftarrow m \cdot \bar{a} + (1 - m) \cdot (a - \bar{a}),$$

(11)

where we set the momentum coefficient $m$ to 0.99. Algorithm 1 shows the main step to train the generator with the ReMix data augmentation method. For the discriminator, the process is similar. We compute one single content loss in the relative form, whereas the ReMix method can also be applied to the case with multiple content losses. Each loss can be calculated in the relative form independently.

### 3.3. Comparison with Existing Methods

In contrast to existing approaches, the ReMix method does not rely on estimating the corresponding target $t'$ for each interpolated input $e'$. For example, the scheme by Zhang et al. [39] assumes the relationship between the training data and supervision signal is linear. Hence, given the interpolation weight $\lambda$ for the inputs, this scheme [39] computes:

$$t' = \lambda \cdot t^1 + (1 - \lambda) \cdot t^2.$$  

(12)

In addition, this method proposes to directly use the supervisory signal of the sample that weighs more with:

$$t' = \begin{cases} t^1, & \text{if } \lambda \geq 0.5, \\ t^2, & \text{otherwise.} \end{cases}$$

(13)

Furthermore, regularizations can be used in the estimation the content target. For instance, based on the LSR method [33], we can clamp the weight $\lambda$ into a predefined range $[\lambda_{\text{min}}, \lambda_{\text{max}}]$ to interpolate the content target. Other tricks like noise injection, nearest-neighbor interpolation [5, 36] can also be used.

The approaches described above use the estimated input-target pairs to augment the training data. For the classification tasks where the target $t'$ is a label, they are shown to be effective. However, in the image-to-image translation tasks, we use raw images or high-dimensional features as supervision signals, which are substantially more difficult to estimate. Inaccurate estimations may negatively affect the quality of the augmented training data. We evaluate the ReMix method against these schemes for multiple image-to-image translation tasks.

### 4. Experiments and Analysis

We consider three practical tasks, i.e., NIR-to-VIS face translation, animal face translation, and image synthesis from semantic label maps. We first introduce the datasets and implementation details.


---

**Algorithm 1** Pseudocode of the ReMix method.

```python
for batch1, batch2 in data_loader:
    # the probability of augmentation is p
    if p > rand(0, 1):
        # p, t : input and target, (N * C * H * W)
        x1, t1 = batch1
        x2, t2 = batch2
        e1, e2 = G1.forward(x1), G1.forward(x2)
    # calculating the relative content loss
    d1 = con(\phi(s'_1), \phi(t'_1))
    d2 = con(\phi(s'_2), \phi(t'_2))
    # clamp : clamp all elements into [0, Infinity)
    l_p = clamp(d1 - d2).mean()
    l_n = clamp(d2 - a_mean).mean()
    # calculating the adversarial loss
    loss_gan = gan(prediction).mean()
    # update of Generator
    loss = loss_gan + loss_con
    update(G.parameters)
    # momentum update of a_mean
    a = con(\phi(s'_1), \phi(shuf(t'_2))).mean()
    a_mean = m \cdot a + (1 - m) \cdot (a - a_mean)
```
category contains about 5,000 images. We aim to train a single model to learn the translations among these domains. The StarGAN v2 [7] is used as the baseline for this task. We interpolate the output of the style encoder in the baseline model [7]. In our ReMix method, we modify the style reconstruction loss to the relative form.

The CASIA NIR-VIS 2.0 Face Dataset [23] contains near-infrared (NIR) and visible (VIS) images of 725 subjects. There are large variations of the same identity, including lighting, expression, pose, and accessories. For the NIR-to-VIS face translation, we use the LightCNN-29v2 [37] and StyleGAN2 [20] to build an encoder-decoder network. The LightCNN ¹ is pre-trained, and we choose to interpolate its outputs. We train the StyleGAN from scratch using the default settings [20]. In addition, we add the L1 distance loss [16] in the pixel space as the content supervision. When learning GAN models with the interpolated data, we use the relative form of the L1 distance loss.

The Cityscapes dataset [8] contains 3,500 street scene images and the corresponding semantic label maps. We use the SPADE Net [28] for translating the label maps to scenes. We directly interpolate the raw inputs in this task. The baseline model uses the perceptual loss [17] guided by VGGNet [32]. For ReMix, we modify this loss to the relative form.

We only modify the mentioned losses for the ReMix method, and the other losses remain the same. We set the probability of augmentation to 0.25 for each iteration. Similar to the mixup method [39], we set the hyper-parameter $\alpha = 0.2$ for the beta distribution.

We implement these baselines using the released source codes. The input resolution is $512 \times 256$ on the Cityscapes dataset [8] and $256 \times 256$ for the others. We change the dimension of the input latent in StyleGAN2 [20] to 256. Except for this point, we do not make any modifications to the network architectures. We use the recommended training settings in the original work for each baseline model, including the batch size, optimizer, training iterations, and loss weights. To determine the value of the augmentation probability in our ReMix method, we conduct a grid search on the AFHQ dataset and use the FID score as the metric. We use the found value for all the experiments without hyper-parameter tuning.

4.1. Animal Face Translation

The first task is to change the species of the given animal face. If a reference image is available, an encoder extracts the style representation from it. Then, the generator mixes the style with the content of the input, producing the

¹https://github.com/AlfredXiangWu/LightCNN
Table 1. Fréchet Inception Distance (FID, lower is better) and Learned Perceptual Image Patch Similarity (LPIPS, higher is better) of different methods on the AFHQ dataset [7]. The WM method is described in Equation 13.

<table>
<thead>
<tr>
<th>Method</th>
<th>Latent-guided translation</th>
<th>Reference-guided translation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100% data</td>
<td>10% data</td>
</tr>
<tr>
<td>Baseline : StarGAN v2 [7]</td>
<td>16.18</td>
<td>0.450</td>
</tr>
<tr>
<td>Baseline + WM</td>
<td>20.03</td>
<td>0.484</td>
</tr>
<tr>
<td>Baseline + mixup [39]</td>
<td>15.91</td>
<td>0.453</td>
</tr>
<tr>
<td>Baseline + ReMix (ours)</td>
<td><strong>15.22</strong></td>
<td>0.491</td>
</tr>
</tbody>
</table>

Figure 4. Diverse translation results on the AFHQ dataset [7]. Our model can learn to generate diverse high-quality results using only 10% data in the training set.

translated result. Otherwise, given a one-hot class label, the generator draws a latent code from a prior distribution as the style representation. The two types of tasks are referred to as reference-guided translation and latent-guided translation, respectively.

We randomly choose 500 images for each class, which is about 10% of the full training set. Then, we train the models under the 10% data settings. We evaluate our method against existing interpolation approaches, including the mixup [39] and WM (Equation 13) schemes. Figure 3 shows some synthesized images by the evaluated methods. The baseline model suffers from the overfitting problem and generates some unrealistic texture details. Overall, the proposed method synthesizes images with higher visual quality than other schemes. Figure 4 shows diverse translation results by our method. Given a source image, we generate diverse results by randomly sampling multiple reference images. These results show that our approach can generate distinctive styles while preserving content information.

We also evaluate the quality of synthesized images using Fréchet Inception Distance (FID) [14] and Learned Perceptual Image Patch Similarity (LPIPS) [41]. The FID metric [14] measures the Wasserstein distance between two image sets. We extract the features from the last average pooling layer of the Inception-v3 model [33] to calculate the FID score. The LPIPS score [41] measures the diversity of images using the L1 distance in the feature space, and the pre-trained AlexNet [21] is used as the feature extractor. We compute the FID and LPIPS scores for every pair of the image domains (e.g., dog→cat, cat→wildlife) and report the average values.

Table 1 shows the FID and LPIPS scores. We evaluate the methods under both the 10% and 100% data settings. Our approach performs favorably against existing augmentation methods in terms of these quantitative metrics. The FID scores indicate that our results are more similar to the real data. The LPIPS score of our method with 10% data is higher than that of the baseline trained with the full training set. These results demonstrate the proposed method is effective for diverse and realistic image translation.

4.2. Cross-Spectrum Face Translation

The second task is to translate the input NIR face into the VIS domain and preserve the identity (content) infor-
Table 2. Rank-1 accuracy (%) and verification rate (%, VR) of different methods on the CASIA NIR-VIS 2.0 dataset (the first fold). FAR denotes the false acceptance rate. The performances are evaluated according to the “recognition via generation” protocol [13]. We use LightCNN-29v2 [37] and StyleGAN2 [20] to build an encoder-decoder network as the baseline. The WM method is described in Equation 13. “raw input” means we directly use the LightCNN model to match the NIR faces with the VIS faces.

<table>
<thead>
<tr>
<th>Method</th>
<th>Rank-1</th>
<th>VR@FAR=1%</th>
<th>VR@FAR=0.1%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw Input</td>
<td>96.84</td>
<td>99.10</td>
<td>94.68</td>
</tr>
<tr>
<td>Baseline [37, 19]</td>
<td>93.13</td>
<td>94.22</td>
<td>88.79</td>
</tr>
<tr>
<td>Baseline + WM</td>
<td>91.32</td>
<td>92.57</td>
<td>81.27</td>
</tr>
<tr>
<td>Baseline + mixup [39]</td>
<td>97.66</td>
<td>99.38</td>
<td>97.59</td>
</tr>
<tr>
<td>Baseline + ReMix (ours)</td>
<td><strong>98.18</strong></td>
<td><strong>99.63</strong></td>
<td><strong>98.11</strong></td>
</tr>
</tbody>
</table>

Figure 5. Face cross-spectrum translation results from the testing set of the CASIA NIR-VIS 2.0 dataset [13]. We train models with only 357 pairs of NIR-VIS images. The column of results are (a) the baseline (LightCNN [37] + StyleGAN [20]), (b) baseline + WM (Equation 13), (c) baseline + mixup [39], and (d) baseline + ReMix (ours). “GT” denotes the ground-truth VIS image (not strictly paired).
Table 3. Semantic segmentation scores (higher is better) and Fréchet Inception Distance (FID, lower is better) of different methods on the Cityscapes dataset [8]. “mIoU” denotes the mean Intersection-Over-Union metric, and “accu” denotes the pixel-wise accuracy. “real data” denotes the results evaluated on the real images, which is the theoretical upper bound we can achieve.

<table>
<thead>
<tr>
<th>Method</th>
<th>100% training data</th>
<th>10% training data</th>
<th>10% training data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mIoU↑</td>
<td>accu↑</td>
<td>FID↓</td>
</tr>
<tr>
<td>Real Data</td>
<td>75.6</td>
<td>84.8</td>
<td>-</td>
</tr>
<tr>
<td>Baseline: SPADE Net [28]</td>
<td>62.3</td>
<td>81.9</td>
<td>71.8</td>
</tr>
<tr>
<td>Baseline + WM</td>
<td>51.1</td>
<td>80.2</td>
<td>95.5</td>
</tr>
<tr>
<td>Baseline + mixup [39]</td>
<td>65.5</td>
<td>82.3</td>
<td>64.7</td>
</tr>
<tr>
<td>Baseline + ReMix (ours)</td>
<td>70.3</td>
<td>82.7</td>
<td>50.1</td>
</tr>
</tbody>
</table>

Figure 6. Visual examples synthesized by different methods with 10% training data on the Cityscapes dataset. The columns of results are (a) SPADE Net [6] (baseline), (b) baseline + WM (Equation 13), (c) baseline + mixup [39], and (d) baseline + ReMix (ours).

Figures 6, we provide samples of the translation results under the 10% data setting. The competing methods in the table are also the mixup and WM methods. We observe that the ReMix method performs favorably against the state-of-the-art methods in terms of the quantitative metrics. Our method produces results with better visual quality and fewer artifacts. In contrast, the performances under the 10% data setting degrade significantly for the other approaches.

5. Conclusion

We introduce an interpolation-based data augmentation method to tackle the overfitting problem of GANs. In addition, we present to maintain the perceptual similarity among samples to reduce the ambiguity of generation. The proposed approach renders content-preserving results from the interpolated inputs, facilitating the model training in image-to-image translation. We demonstrate that our method vastly improves the image quality and quantitative metrics in numerous tasks, especially when the training data is limited.
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