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Abstract

We propose a novel pool-based Active Learning frame-

work constructed on a sequential Graph Convolution Net-

work (GCN). Each images feature from a pool of data rep-

resents a node in the graph and the edges encode their sim-

ilarities. With a small number of randomly sampled im-

ages as seed labelled examples, we learn the parameters

of the graph to distinguish labelled vs unlabelled nodes by

minimising the binary cross-entropy loss. GCN performs

message-passing operations between the nodes, and hence,

induces similar representations of the strongly associated

nodes. We exploit these characteristics of GCN to select the

unlabelled examples which are sufficiently different from la-

belled ones. To this end, we utilise the graph node embed-

dings and their confidence scores and adapt sampling tech-

niques such as CoreSet and uncertainty-based methods to

query the nodes. We flip the label of newly queried nodes

from unlabelled to labelled, re-train the learner to optimise

the downstream task and the graph to minimise its modi-

fied objective. We continue this process within a fixed bud-

get. We evaluate our method on 6 different benchmarks:

4 real image classification, 1 depth-based hand pose esti-

mation and 1 synthetic RGB image classification datasets.

Our method outperforms several competitive baselines such

as VAAL, Learning Loss, CoreSet and attains the new state-

of-the-art performance on multiple applications.

1. Introduction

Deep learning has shown great advancements in several

computer vision tasks such as image classification [15, 22]

and 3D Hand Pose Estimation (HPE) [26, 41, 25]. This has

been possible due to the availability of both the powerful

computing infrastructure and the large-scale datasets. Data

annotation is a time-consuming task, needs experts and is

also expensive. This gets even more challenging to some

of the specific domains such as robotics or medical image

analysis. Moreover, while optimizing deep neural network

architectures, a gap is present concerning the representative-
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Figure 1: The diagram outlines the proposed pipeline.

Phase I: Train the learner to minimise the objective of

downstream task from the available annotations, Phase II:

Construct a graph with the representations of images ex-

tracted from the learner as vertices and their similarities as

edges, Phase III: Apply GCN layers to minimise binary

cross-entropy between labelled and unlabelled, Phase IV:

Apply uncertainty sampling to select unlabelled examples

to query their labels, Phase V: Annotate the selection, pop-

ulate the number of labelled examples and repeat the cycle.

ness of the data [4]. To overcome these issues, active learn-

ing [10, 20] has been successfully deployed to efficiently

select the most meaningful samples.

Essentially, there are three distinct components in any

Active Learning (AL) framework. These components are

learner, sampler, and annotator. In brief, a learner is a

model trained to minimize the objective of the target task.

The sampler is designed to select the representative unla-

belled examples within a fixed budget to deliver the highest

performance. Finally, an annotator labels the queried data

for learner re-training. Based on the relationship between

learner and sampler, AL frameworks can be categorised into

two major groups: task-dependent and task-agnostic. Task-

dependents are the ones where the sampler is specially de-

signed for a specific task of the learner. Majority of the

previous works in active learning [8, 10, 1, 38, 6, 11] are
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task-dependent in nature. In other words, the sampling

function is dependent on the objective of the learner. This

design limits the model to become optimal for a specific

type of task while suffering from its scalability problem.

Some of the recent works such as VAAL [33] and Learning

Loss [42] tackle such a problem. VAAL trains a variational

auto-encoder (VAE) that learns a latent space for better dis-

crimination between labelled and unlabelled images in an

adversarial manner. Similarly, Learning Loss introduces a

separate loss-prediction module to be trained together with

the learner. The major drawback of these approaches is

the lack of a mechanism that exploits the correlation be-

tween the labelled and the unlabelled images. Moreover,

VAAL has no way to communicate between the learner and

the sampler. Graph Convolutional Networks(GCNs) [18, 5]

are capable of sharing information between the nodes via

message-passing operations. In the AL domain, the appli-

cation of GCNs [6, 11, 1, 38] is also slowly getting priority.

However, these methods are applied only to specific kind of

datasets i.e. graph-structured data such as Cora, CiteSeer,

and PubMed [40]. In this work, we are exploring the image

domain beyond graph-structured data.

To address the above-mentioned issues, we propose a se-

quential GCN for Active Learning in a task-agnostic man-

ner. Figure 1 shows the pipeline of the proposed method. In

the Figure, Phase I implements the learner. This is a model

trained to minimize the objective of the downstream task.

Phase II, III and IV compose our sampler where we de-

ploy the GCN and apply the sampling techniques on graph-

induced node embeddings and their confidence scores. Fi-

nally, in Phase V, the selected unlabelled examples are sent

for annotation. At the initial stage, the learner is trained

with a small number of seed labelled examples. We extract

the features of both labelled and unlabelled images from the

learner parameters. During Phase II, we construct a graph

where features are used to initialise the nodes of the graph

and similarities represent the edges. Unlike VAAL[33], the

initialisation of the nodes by the features extracted from the

learner creates an opportunity to inherit uncertainties to the

sampler. This graph is passed through GCN layers (Phase

III) and the parameters of the graph are learned to identify

the nodes of labelled vs unlabelled example. This objective

of the sampler is independent of the one from the learner.

We convolve on the graph which does message-passing op-

erations between the nodes to induce the higher-order rep-

resentations. The graph embedding of any image depends

primarily upon the initial representation and the associated

neighbourhood nodes. Thus, the images bearing similar se-

mantic and neighbourhood structure end up inducing close

representations which will play a key role in identifying

the sufficiently different unlabelled examples from the la-

belled ones. The nodes after convolutions are classified as

labelled or unlabelled. We sort the examples based on the

confidence score, apply an uncertainty sampling approach

(Phase IV), and send the selected examples to query their

labels(Phase V). We called this sampling method as Uncer-

tainGCN. Figure 2 simulates the UncertainGCN sampling

technique. Furthermore, we adapt the higher-order graph

node information under the CoreSet [31] for a new sampling

technique by introducing latent space distancing. In princi-

ple, CoreSet [31] uses risk minimisation between core-sets

on the learner feature space while we employ this opera-

tion over GCN features. We called this sampling technique

as CoreGCN. Our method has a clear advantage due to

the aforementioned strengths of the GCN which is demon-

strated by both the quantitative and qualitative experiments

(see Section 4). Traversing from Phase I to Phase V as

shown in Figure 1 completes a cycle. In the next iteration,

we flip the label of annotated examples from unlabelled to

labelled and re-train the whole framework.

We evaluated our sampler on four challenging real do-

main image classification benchmarks, one depth-based

dataset for 3D HPE and a synthetic image classification

benchmark. We compared with several competitive sam-

pling baselines and existing state-of-the-arts methods in-

cluding CoreSet, VAAL and Learning Loss. From both the

quantitative and the qualitative comparisons, our proposed

framework is more accurate than existing methods.

2. Related Works

Model-based methods. Recently, a new category of meth-

ods is explored in the active learning paradigm where a sep-

arate model from the learner is trained for selecting a sub-

set of the most representative data. Our method is based

on this category. One of the first approaches [42] attached

a loss-learning module so that loss can be predicted offline

for the unlabelled samples. In [33], another task-agnostic

solution deploys a variational auto-encoder (VAE) to map

the available data on a latent space. Thus, a discriminator

is trained in an adversarial manner to classify labelled from

unlabelled. The advantage of our method over this approach

is the exploitation of the relative relationship between the

examples by sharing information through message-passing

operations in GCN.

GCNs in active learning. GCNs [18] have opened new

active learning methods that have been successfully applied

in [1, 38, 6, 11]. In comparison to these methods, our ap-

proach has distinguished learner and sampler. It makes our

approach task-agnostic and also gets benefited from model-

based methods mentioned just before. Moreover, none of

these methods is trained in a sequential manner. [38] pro-

poses K-Medoids clustering for the feature propagation be-

tween the labelled and unlabelled nodes. A regional uncer-

tainty algorithm is presented in [1] by extending the PageR-

ank [27] algorithm to the active learning problem. Simi-

larly, [6] combines node uncertainty with graph centrality
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for selecting the new samples. A more complex algorithm

is introduced in [11] where a reinforcement scheme with

multi-armed bandits decides between the three query mea-

surements from [6]. However, these works [6, 11, 38] derive

their selection mechanism on the assumption of a Graph

learner. This does not make them directly comparable with

our proposal where a GCN is trained separately for a differ-

ent objective function than the learner.

Uncertainty-based methods. Earlier techniques for sam-

pling unlabelled data have been explored through uncer-

tainty exploration of the convolutional neural networks

(CNNs). A Bayesian approximation introduced in [9] pro-

duce meaningful uncertainty measurements by variational

inference of a Monte Carlo Dropout (MC Dropout) adapted

architecture. Hence, it is successfully integrated into active

learning by [10, 16, 19, 28]. With the rise of GPU computa-

tion power, [2] ensemble-based method outperformed MC

Dropout.

Geometric-based methods. Although there have been

studies exploring the data space through the representations

of the learning model ([20, 35, 14]), the first work apply-

ing it for CNNs as an active learning problem, CoreSet,

has been presented in [31]. The key principle depends on

minimising the difference between the loss of a labelled set

and a small unlabelled subset through a geometric-defined

bound. We furthermore represent this baseline in our exper-

iments as it successfully over-passed the uncertainty-based

ones.

3. Method

In this section, we describe the proposed method in de-

tails. First, we present the learners in brief for the im-

age classification and regression tasks under the pool-based

active learning scenario. In the second part, we discuss

our two novel sampling methods: UncertainGCN and

CoreGCN. UncertainGCN is based on the standard AL

method uncertainty sampling [31] which tracks the con-

fidence scores of the designed graph nodes. Furthermore,

CoreGCN adapts the highly successful CoreSet [31] on the

induced graph embeddings by the sequentially trained GCN

network.

3.1. Learner

In Figure 1, Phase I depicts the learner. Its goal is to min-

imise the objective of the downstream task. We have con-

sidered both the classification and regression tasks. Thus,

the objective of this learner varies with the nature of the

task we are dealing with.

Classification: For the classification tasks, the learner is

a CNN image classifier. We deploy a deep model M that

maps a set of inputs x ∈ X to a discriminatory space of

outputs y ∈ Y with parameters θ. We took ResNet-18 [15]

as the CNN model due to its relatively higher performance

in comparison to other networks with comparable parame-

ter complexity. Any other model like VGG-11[32] can also

be easily deployed (refer to Supplementary Material B.4).

A loss function L(x,y; θ) is minimized during the training

process. The objective function of our classifier is cross-

entropy defined as below:

Lc
M(x,y; θ) = −

1

Nl

Nl
∑

i=1

yi log(f(xi,yi; θ)), (1)

where Nl is the number of labelled training examples and

f(xi,yi; θ) is the posterior probability of the modelM.

Regression: To tackle the 3D HPE, we deploy a well-

known DeepPrior [26] architecture as model M. Unlike

the previous case, we regress the 3D hand joint coordinates

from the hand depth images. Thus, the objective function

of the model changes as in Equation 2. In the Equation, J

is the number of joints to construct the hand pose.

Lr
M(x,y; θ) =

1

Nl

Nl
∑

i=1

( 1

J

J
∑

j=1

‖yi,j − f(xi,j ,yi,j ; θ)‖
2
)

,

(2)

To adapt our method to any other type of task, we just need

to modify the learner. The rest of our pipeline remains the

same which we discuss in more details in the following Sec-

tions.

3.2. Sampler

Moving to the second Phase from Figure 1, we adopt a

pool-based scenario for active learning. This has become a

standard in deep learning system due to its successful de-

ployment in recent methods [2, 31, 33, 42]. In this scenario,

from a pool of unlabeled dataset DU , we randomly select

an initial batch for labelling D0 ⊂ DU . Without loss of

generality, in active learning research, the major goal is to

optimize a sampler’s method for data acquisition,A in order

to achieve minimum loss with the least number of batches

Dn. This scope can be simply defined for n number of ac-

tive learning stages as following:

min
n

min
LM

A(LM(x,y; θ)|D0⊂ · · · ⊂Dn⊂DU ). (3)

We aim to minimise the number of stages so that fewer

samples (x,y) would require annotation. For the sampling

method A, we bring the heuristic relation between the dis-

criminative understanding of the model and the unlabelled

data space. This is quantified by a performance evaluation

metric and traced at every querying stage.

3.2.1 Sequential GCN selection process

During sampling as shown in Figure 1 from Phase II to

IV, our contribution relies on sequentially training a GCN
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Figure 2: This Figure simulates the sampling behaviour of the proposed UncertainGCN sampler at its first three selection

stages. We run a toy experiment just taking 100 examples from ICVL [34] Hand Pose dataset. Each node is initialised by

the features extracted from the learner and edges capture their relation. Each concentric circle represents a cluster of strongly

connected nodes. Here, in our case, a group of images having similar viewpoints are in a concentric circle. Considering two

labelled examples as seed labelled examples in the centre-most circle, in the first selection stage, our algorithm selects samples

from another concentric circle which is out-of-distribution than selecting the remaining examples from the innermost circle.

Similarly, in the second stage, our sampler chooses images residing in another outer concentric circle which are sufficiently

different from those selected before.

initialised with the features extracted from the learner for

both labelled and unlabelled images at every active learning

stage. As stated before, similar to VAAL [33], we consider

this methodology as model-based where a separate archi-

tecture is required for sampling. Our motivation in intro-

ducing the graph is primarily in propagating the inherited

uncertainty on the learner feature space between the sam-

ples (nodes). Thus, message-passing between the nodes in-

duces higher-order representations of the nodes after apply-

ing convolution on the graph. Finally, our GCN will act as

a binary classifier deciding which images are annotated.

Graph Convolutional Network. The key components of

a graph, G are the nodes, also called vertices V and the

edges E . The edges capture the relationship between the

nodes and encoded in an adjacency matrix A. The nodes

v ∈ R
(m×N) of the graph encode image-specific informa-

tion and are initialised with the features extracted from the

learner. Here, N represents the total number of both la-

belled and unlabelled examples while m represents the di-

mension of features for each node. After we apply l2 nor-

malisation to the features, the initial elements of A result

as vector product between every sample of v i.e. (Sij =
v⊤
i vj , {i, j} ∈ N ). This propagates the similarities be-

tween nodes while falling under the same metric space as

the learner’s objective. Furthermore, we subtract from S

the identity matrix I and then we normalise by multiplying

with its degree D. Finally, we add the self-connections back

so that the closest correlation is with the node itself. This

can simply be summarised under:

A = D−1(S − I) + I. (4)

To avoid over-smoothing of the features in GCN [18], we

adopt a two-layer architecture. The first GCN layer can be

described as a function f1
G(A,V; Θ1) : R

N×N ×R
m×N →

R
h×N where h is number of hidden units and Θ1 are its

parameters. A rectified linear unit activation [24] is applied

after the first layer to maximise feature contribution. How-

ever, to map the nodes as labelled or unlabelled, the final

layer is activated through a sigmoid function. Thus, the out-

put of fG is a vector length of N with values between 0 and

1 (where 0 is considered unlabelled and 1 is for labelled).

We can further define the entire network function as:

fG = σ(Θ2(ReLU(Θ1A)A). (5)

In order to satisfy this objective, our loss function will be

defined as:

LG(V, A; Θ1,Θ2) = −
1

Nl

Nl
∑

i=1

log(fG(V, A; Θ1,Θ2)i)−

−
λ

N −Nl

N
∑

i=Nl+1

log(1− fG(V, A; Θ1,Θ2)i),

(6)

where λ acts as a weighting factor between the labelled and

unlabelled cross-entropy.

UncertainGCN: Uncertainty sampling on GCN. Once

the training of the GCN is complete, we move forward to

selection. From the remaining unlabelled samples DU , we

can draw their confidence scores fG(vi;DU ) as outputs of

the GCN. Similarly to uncertainty sampling, we propose to
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select with our method, UncertainGCN, the unlabelled im-

ages with the confidence depending on a variable smargin.

While querying a fixed number of b points for a new subset

DL, we apply the following equation:

DL = DL ∪ argmax
i=1···b

|smargin − fG(vi;DU)|. (7)

For selecting the most uncertain unlabelled samples,

smargin should be closer to 0. In this manner, the selected

images are challenging to discriminate, similarly to the ad-

versarial training scenario [12]. This stage is repeated as

long as equation 3 is satisfied. Algorithm 1 summarises the

GCN sequential training with the UncertainGCN sampling

method.

Algorithm 1 UncertainGCN active learning algorithm

1: Given: Initial labelled set D0, unlabelled set DU and

query budget b

2: Initialise (xL,yL), (xU ) - labelled and unlabelled im-

ages

3: repeat

4: θ ← f(xL,yL) ⊲ Train learner with labelled

5: V = [vL,vU ]← f(xL ∪ xU ; θ) ⊲ Extract features

for labelled and unlabelled

6: Compute adjacency matrix A according to Equa-

tion 4

7: Θ← fG(V, A) ⊲ Train the GCN

8: for i = 1→ b do

9: DL = DL ∪ argmaxi|smargin − fG(v;DU )| ⊲
Add nodes depending on the label confidence

10: end for

11: Label yU given new DL

12: until Equation 3 is satisfied

CoreGCN: CoreSet sampling on GCN. To integrate ge-

ometric information between the labelled and unlabelled

graph representation, we approach a CoreSet technique [31]

in our sampling stage. This has shown better performance in

comparison to uncertainty-based methods [38]. [31] shows

how bounding the difference between the loss of the unla-

belled samples and the one of the labelled is similar to the

k-Centre minimisation problem stated in [37].

In this approach, the sampling is based on the l2 dis-

tances between the features extracted from the trained clas-

sifier. Instead of that, we will make use of our GCN archi-

tecture by applying CoreSet method on the features repre-

sented after the first layer of the graph. To this, the CoreSet

method benefits from the cyclical dependencies. The sam-

pling method is adapted to our mechanism for each b data

point under the equation:

DL = DL∪argmax
i∈DU

min
j∈DL

δ(f1
G(A,vi; Θ1), f

1
G(A,vj ; Θ1)),

(8)

where δ is the Euclidean distance between the graph fea-

tures of the labelled node vi and the ones from the unla-

belled node vj . We define this method as CoreGCN.

Finally, given the model-based mechanism, we claim

that our sampler is task-agnostic as long as the learner is

producing a form of feature representations. In the follow-

ing section, we will experimentally demonstrate the perfor-

mance of our methods quantitatively and qualitatively.

4. Experiments

We performed experiments on sub-sampling RGB and

grayscale real images for classification, depth real images

for regression and RGB synthetic-generated for classifica-

tion tasks. We describe them in details below.

4.1. Classification

Datasets and Experimental Settings. We evaluated the

proposed AL methods on four challenging image clas-

sification benchmarks. These include three RGB image

datasets, CIFAR-10[21], CIFAR-100[21] and SVHN[13],

and a grayscale dataset, FashionMNIST[39]. Initially, for

every benchmark, we consider the entire training set as an

unlabelled pool (DU ). As a cold-start, we randomly sample

a small subset and query their labels, DL. For CIFAR-10,

SVHN and FashionMNIST, the size of the seed labelled ex-

amples is 1,000. Whereas, for CIFAR-100 we select 2,000

due to their comparatively more number of classes (100 vs

10). We conduct our experiments for 10 cycles. At ev-

ery stage, the budget is fixed at 1,000 images for the 10-

class benchmarks and at 2,000 for CIFAR-100 which is

a 100-class benchmark. Similar to the existing works of

[2, 42], we apply our selection on randomly selected subsets

DS ⊂DU of unlabelled images. This avoids the redundant

occurrences which are common in all datasets [4]. The size

of DS is set to 10,000 for all the experiments.

Implementation details. ResNet-18 [15] is the favourite

choice as learner due to its relatively higher accuracy and

better training stability. During training the learner, we set

a batch size of 128. We use Stochastic Gradient Descent

(SGD) with a weight decay 5 × 10−4 and a momentum of

0.9. At every selection stage, we train the model for 200

epochs. We set the initial learning rate of 0.1 and decrease

it by the factor of 10 after 160 epochs. We use the same

set of hyper-parameters in all the experiments. For the sam-

pler, GCN has 2 layers and we set the dropout rate to 0.3 to

avoid over-smoothing [43]. The dimension of initial repre-

sentations of a node is 1024 and it is projected to 512. The

objective function is binary cross-entropy per node. We set

the value of λ = 1.2 to give more importance to the larger

unlabelled subset. We choose Adam [17] optimizer with a

weight decay of 5 × 10−4 and a learning rate of 10−3. We

initialise the nodes of the graph with the features of the im-

ages extracted from the learner. We set the value of smargin
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Figure 3: Quantitative comparison on CIFAR-10(top) and

CIFAR-100(bottom) (Zoom in the view)

to 0.1. For the empirical comparisons, we suggest readers

to refer Supplementary Material.

Compared Methods and Evaluation Metric: We com-

pare our method with a wide range of baselines which we

describe here. Random sampling is by default the most

common sampling technique. CoreSet[31] on learner fea-

ture space is one of the best performing geometric tech-

niques to date and it is another competitive baseline for us.

VAAL [33] and Learning Loss [42] are two state-of-the-art

baselines from task-agnostic frameworks. Finally, we also

compare with FeatProp [38] which is a representative base-

line for the GCN-based frameworks. This method is de-

signed for cases where a static fixed graph is available. To

approximate their performance, we construct a graph from

the features extracted from learner and similarities between

the features as edges. We then compute the k-Medoids dis-

tance on this graph. For quantitative evaluation, we report

the mean average accuracy of 5 trials on the test sets.

Quantitative Comparisons. We train the ResNet-18

learner with all the available training examples on every

dataset separately and report the performance on the test set.

Our implementation obtains 93.09% on CIFAR-10, 73.02%

on CIFAR-100, 93.74% on FashionMNIST, and 95.35% on

SVHN. This is comparable as reported on the official im-

plementation [15]. These results are also set as the upper-

bound performance of the active learning frameworks.

Figure 3 (left) shows the performance comparison of
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Figure 4: Quantitative comparison on FashionMNIST(top)

and SVHN(bottom) (Zoom in the view)

UncertainGCN and CoreGCN with the other five existing

methods on CIFAR-10. The solid line of the representa-

tion is the mean accuracy and the faded colour shows the

standard deviation. Both our sampling techniques surpass

almost every other compared methods in every selection

stage. CoreSet is the closest competitor for our methods.

After selecting 10,000 labelled examples, the CoreGCN

achieves 90.7% which is the highest performance amongst

reported in the literature [42, 33]. Likewise, Figure 3 (right)

shows the accuracy comparison on CIFAR-100. We ob-

serve almost similar trends as on CIFAR-10. With only

40% of the training data, we achieve 69% accuracy by ap-

plying CoreGCN. This performance is just 4% lesser than

when training with the entire dataset. Compared to CIFAR-

10, we observe the better performance on VAAL in this

benchmark. The reason is that VAE might favour a larger

query batch size (>1,000). This exhaustively annotates

large batches of data when the purpose of active learning

is to find a good balance between exploration and exploita-

tion as we constrain the budget and batches sizes.

We further continue our evaluation on the image clas-

sification by applying our methods on FashionMNIST and

SVHN. In Figure 4, the left and the right graphs show the

comparisons on FashionMNIST and SVHN respectively.

As in the previous cases, our methods achieve at mini-

mum similar performance to that of existing methods or

outperforming them. From the studies on these datasets, we
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Figure 5: Exploration comparison on CIFAR-10 between

CoreSet and UncertainGCN (Zoom in the view)

Figure 6: Exploration comparison on CIFAR-10 between

CoreSet and CoreGCN (Zoom in the view)

observed consistent modest performance of FeatProp [38].

This may be because it could not generalise on the unstruc-

tured data like ours.

Qualitative Comparisons. To further analyse the sampling

behaviour of our method we perform qualitative compari-

son with existing method. We choose CoreSet for its con-

sistently better performance in empirical evaluations when

compared to the other baselines. We made this comparison

on CIFAR-10. For the two algorithms, we generate the t-

SNE [36] plots of both labelled and unlabelled extracted

features from the learner at the first and fourth selection

stage. To make a distinctive comparison of sampling be-

haviour from early stage, we choose to keep a difference of

3 stages. Figure 5, t-SNE plots, compares the sampling be-

haviour of CoreSet and UncertainGCN. In the first sampling

stage, the selected samples distribution is uniform which is

similar for both techniques. Without loss of generality, the

learner trained with a small number of seed annotated ex-

amples is sub-optimal, and, hence the features of both la-

belled and unlabelled are not discriminative enough. This

makes the sampling behaviour for both methods near ran-

dom. At the fourth selection stage, the learner becomes rel-

atively more discriminative. This we can notice from the

clusters representing each class of CIFAR-10. Now, these

features are robust to capture the relationship between the

labelled and unlabelled examples which we encode in the

adjacency matrix. Message-passing operations on GCN ex-

ploits the correlation between the labelled and unlabelled

examples by inducing similar representations. This enables

our method to target on the out-of-distribution unlabelled

samples and areas where features are hardly distinguished.

This characteristics we can observe on the plot of the fourth

selection stage of UncertainGCN. Similarly, in Figure 6, we
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Figure 7: Ablation studies (Please zoom in)

continue the qualitative investigation for the CoreGCN ac-

quisition method. CoreGCN avoids over-populated areas

while tracking out-of-distribution unlabelled data. Com-

pared to UncertainGCN, the geometric information from

CoreGCN maintains a sparsity throughout all the selec-

tion stages. Consequently, it preserves the message passing

through the uncertain areas while CoreSet keeps sampling

closer to cluster centres. This brings a stronger balance in

comparison to CoreSet between in and out-of-distribution

selection with the availability of more samples.

Ablation Studies To further motivate the GCN proposal,

we conduct ablation studies on the sampler architecture. In

Figure 7, still on CIFAR-10, we replace the GCN with a

2 Dense layer discriminator, UncertainDiscriminator. This

approach over-fits at early selection stages. Although, GCN

with 2 layers [18] has been a de-facto optimal design choice,

we also report the performance with 1 layer (hinders long-

range propagation) and 3 (over-smooths). However, to fur-

ther quantify the significance of our adjacency matrix with

feature correlations, we evaluate GCN samplers with iden-

tity (UncertainGCN Eye) and filled with 1s matrices (Un-

certainGCN Ones). Finally, a study on two important hyper-

parameters: drop-out (0.3, 0.5, 0.8) and the number of hid-

den units (128, 256, 512) is in the Supplementary B.2. We

also fine-tune these parameters to obtain the optimal solu-

tion.

4.2. Regression

Dataset and Experimental Settings: We further applied

our method on a challenging dataset for 3D Hand Pose Es-

timation benchmarks from depth images. ICVL [34] con-

tains 16,004 hand depth-images in the training set and the

test set has 1,600. At every selection stage, similar to the ex-

perimental setup of image classification, we randomly pre-

sample 10% of entire training examples DS and apply the

AL methods on this subset of the data. Out of this pre-

sampled images subset, we apply our sampler to select the

most influencing 100 examples.

Implementation Details: 3D HPE is a regression problem

which involves estimating the 3D coordinates of the hand
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Figure 8: Quantitative comparison on 3D Hand Pose Esti-

mation (lower is better)

joints from depth images. Thus, we replace ResNet-18 by

commonly used DeepPrior [26] as learner. The sampler

and the other components in our pipeline remain the same

as in the image classification task. This is yet another evi-

dence for our sampling method being task-agnostic. For all

the experiments, we train the 3D HPE with Adam[17] op-

timizer and with a learning rate of 10−3. The batch size is

128. As pre-processing, we apply a pre-trained U-Net [30]

model to detect hands, centre, crop and resize images to the

dimension of 128x128.

Compared Methods and Evaluation Metric: We com-

pare our methods from the two ends of the spectrum of base-

lines. One is random sampling which is the default mecha-

nism. The other is CoreSet[31], one of the best performing

baselines from the previous experiments. We report the per-

formance in terms of mean squared error averaged from 5

different trials and its standard deviation.

Quantitative Evaluations: Figure 8 shows the perfor-

mance comparison on ICVL dataset. In the Figure, we can

observe that both our sampling methods, CoreGCN and Un-

certainGCN, outperform the CoreSet and Random sampling

consistently from the second selection stage. The slope of

decrease in error for our methods sharply falls down from

the second till the fifth selection stage for UncertainGCN

and till the sixth for CoreGCN. This gives us an advantage

over the other methods when we have a very limited bud-

get. At the end of the selection stage, CoreGCN gives the

least error of 12.3 mm. In terms of performance, next to it

is UncertainGCN.

4.3. Subsampling of Synthetic Data.

Unlike previous experiments of sub-sampling real im-

ages, we applied our method to select synthetic examples

obtained from StarGAN [7] trained on RaFD [23] for trans-

lation of face expressions. Although Generative Adversarial

Networks [12] are closing the gap between real and syn-

thetic data [29], still the synthetic images and its associated

labels are not yet suitable to train a downstream discrimina-

tive model. Recent study [3] recommends sub-sampling the
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Figure 9: Performance comparison on sub-sampling syn-

thetic data to augment real data for expression classification

synthetic data before augmenting to the real data. Hence,

we apply our algorithm to get a sub-set of the quality and in-

fluential synthetic examples. The experimental setup is sim-

ilar to that of the image classification which we described

in our previous Section. Learner and Sampler remain the

same. The only difference will be in the nature of the pool

images. Instead of real data, we have StarGAN synthetic

images. Figure 9 shows the performance comparison of

random selection vs our UncertainGCN method in 5 trials.

From the experiment, we can observe our method achiev-

ing higher accuracy with less variance than commonly used

random sampling. The mean accuracy drops for both the

methods from the fourth selection stage. Only a small frac-

tion of synthetic examples are useful to train the model [3].

After the fourth stage, we force sampler to select more ex-

amples which may end up choosing noisy data.

5. Conclusions

We have presented a novel methodology of active learn-

ing in image classification and regression using Graph Con-

volutional Network. After systematical and comprehen-

sive experiments, our adapted sampling techniques, Uncer-

tainGCN and CoreGCN, produced state-of-the-art results

on 6 benchmarks. We have shown through qualitative dis-

tributions that our selection functions maximises informa-

tiveness within the data space. The design of our sampling

mechanism permits integration into other learning tasks.

Furthermore, this approach enables further investigation in

this direction where optimised selection criteria can be com-

bined GCN sampler.
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