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Abstract

Blind deblurring has received considerable attention in

recent years. However, state-of-the-art methods often fail

to process saturated blurry images. The main reason is

that pixels around saturated regions are not conforming to

the commonly used linear blur model. Pioneer arts sug-

gest excluding these pixels during the deblurring process,

which sometimes simultaneously removes the informative

edges around saturated regions and results in insufficient

information for kernel estimation when large saturated re-

gions exist. To address this problem, we introduce a new

blur model to fit both saturated and unsaturated pixels, and

all informative pixels can be considered during the deblur-

ring process. Based on our model, we develop an effec-

tive maximum a posterior (MAP)-based optimization frame-

work. Quantitative and qualitative evaluations on bench-

mark datasets and challenging real-world examples show

that the proposed method performs favorably against exist-

ing methods.

1. Introduction

At night, a long exposure is often required to capture

the dark regions and it often results in heavy blur in the

captured image due to the inevitable camera shake. Mean-

while, because of the existence of lights at night, the im-

ages also commonly contain saturated regions. As a result,

the images captured at night are usually blurry and partially

saturated at the same time.

Mathematically, the widely adopted linear blurring pro-

cess can be modeled by convolving a sharp image I with a

blur kernel K:

B = I ⊗K, (1)

where B is the blurry image and ⊗ denotes the convolution

operation. Recovering the latent sharp image given only a

∗This work was done when Liang Chen was an intern at SenseTime.
†Corresponding author

single blurry image, which is referred to as blind deblurring,

has long been a fundamental research problem in the image

processing community.

Based on the degrading model in Eq. (1), significant ef-

forts [9, 29, 14, 34, 25, 10, 35, 23, 18, 3, 2] have been pro-

posed in recent years. Despite their effectiveness in most

occasions, these methods often have difficulties recovering

a blurry image with saturated regions as shown in Figure 1

(b) and (c). The major reason lies in that the saturated pix-

els tend to violate the linear blur model in Eq. (1), and it

will mislead the kernel estimation process during deblur-

ring [6, 7, 4].

Considering this, existing algorithms [24, 7, 4] suggest

implicitly or explicitly excluding the saturated pixels during

the deblurring process. Specifically, Pan et al. [24] select

salient edges from unsaturated areas and use them to im-

prove the kernel estimation, while Dong et al. [7] and Chen

et al. [4] both suggest using sophisticated fidelity term so

that only unsaturated pixels can contribute during deblur-

ring. However, these methods are only effective in blurry

images with small saturated regions. When the saturated

regions are large (Figure 1 (a)), all of them will encounter

setbacks as shown in Figure 1 (d), (e) and (f). As there

are not enough informative pixels left to estimate the kernel

when the sharp, strong edges of the light streaks are dis-

carded in their methods.

To acquire enough information to estimate the blur ker-

nel while avoiding the side-effects brought by the saturated

pixels, we propose a simple yet effective blur model that

considers both saturated and unsaturated pixels. Specifi-

cally, we introduce a latent map M into the blur model in

Eq. (1). For a pixel i, the latent map assures that the degrad-

ing process (i.e. Mi(I ⊗K)i) can output values within the

sensor range1. Our proposed latent map serves similarly as

an ideal clipping function in [6, 32] (i.e. min((I ⊗K)i, 1)).
Different from the clipping function, our latent map-based

model is differentiable, which enables the further optimiza-

tion process. Based on the proposed blur model, we develop

1The maximum value of the sensor range is 1 in our setting.
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(a) Blurry image (b) Pan et al. [25] (dark) (c) Chen et al. [3] (local) (d) Pan et al. [24] (robust)

(e) Dong et al. [7] (f) Chen et al. [4] (OID) (g) Hu et al. [11] (h) Ours
Figure 1. Deblurring results of a saturated blurry image. Estimated kernels are shown in the white boxes. Methods based on Eq. (1) [25, 3]

fail to accurately estimate the kernel. The robust models [24, 7, 4] exclude saturated pixels during the deblurring process, and they are

also ineffective when there present large saturated regions. When the light streaks are difficult to extract, [11] also does not work well. In

comparison, the proposed method can generate a high-quality result with fewer artifacts.

an efficient MAP-based optimization framework to estimate

both the latent image as well as the blur kernel. Qualitative

and quantitative experiments on extensive examples show

the superiority of the proposed model against the state-of-

the-art algorithms.

The main contributions of this work are as follows:

• We propose a new blur model by introducing a latent

map into the commonly used linear blur model. With-

out any heuristic settings, the proposed model can take

advantage of both saturated and unsaturated pixels dur-

ing the deblurring process.

• We develop an effective MAP-based deblurring frame-

work based on the proposed degrading model. Further

analyses show that our framework converges well in

a few iterations and requires less processing time than

existing methods.

• The experimental results on the benchmark datasets

[11, 13, 23] and real-world images demonstrate that

our method performs favorably against state-of-the-art

methods both quantitatively and qualitatively.

2. Related Works

Blind deblurring is a highly ill-posed problem. There

have been numerous advances made in recent years to solve

this problem [29, 34, 25, 35, 23, 31, 15, 37, 3, 2, 19]. How-

ever, these methods will generate severe ringing artifacts

when there are saturated regions in the blurry image.

Deblurring with saturated pixels is a challenging issue in

real life, and most blind deblurring methods [24, 7, 4] are

based on the pioneer arts that are developed for non-blind

deblurring [6, 32]. Cho et al. [6] suggest regarding pixels

around saturated regions and impulsive noises as outliers.

They propose an expectation-maximization method to iter-

atively detect the outliers and use the inliers to estimate the

latent image. Whyte et al. [32] use a differentiable func-

tion to approximate the clipping function. During their op-

timization process, the saturated pixels hardly influence the

deblurred images.

Based on the above idea that excluding the outliers, some

blind deblurring algorithms are developed. Pan et al. [24]

first use an edge selecting strategy to find informative edges

during the latent image estimation step, and then they use

the detected inliers to refine the blur kernel. Instead of de-

tecting outliers directly, Dong et al. [7] use a sophisticated

data fidelity term to suppress the side effect brought by out-

liers during deblurring steps. In addition, Chen et al. [4]

suggest explicitly identifying outliers more faithfully and

discarding them during both the kernel and latent image re-

fining steps. However, the pixels around saturated regions

can sometimes provide useful information, such as sharp

edges, for the kernel estimation, and simply discarding out-

liers in these methods will result in insufficient details to

estimate the correct kernel when there are large saturated

regions. Moreover, the above mentioned methods require

heuristic settings to identify saturated pixels. Another per-

spective comes from [11]. Hu et al. suggest using light

streaks that appeared in the low-light images. Their method

is effective in most cases. However, the light streaks are

only useful when the light sources are point lights and it

fails when the light sources are large (Figure 1 (g)).
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With the development of the convolution neural network

(CNN), numerous deep learning-based deblurring methods

are recently developed [21, 22, 31, 38, 15, 37, 26]. These

approaches take advantage of the large learning capacity of

the neural networks and show their effectiveness in most

cases. However, the learning-based methods neglect the

contribution from a proper imaging process and they are

likely to perform less effective for severe blur.

3. Our Method

3.1. Proposed blur model

Images taken under the low-light condition often do not

contain enough informative details to estimate the blur ker-

nels [11], and simply using the edges from the saturated

regions without proper procedure will cause problems for

both blur kernel and deblurred image estimation [6]. Thus,

to ensure that the deblurring process can benefit from both

saturated and unsaturated information, our goal is to de-

velop a blur model that fits all pixels as:

B = M ◦ (I ⊗K)

s.t. Mi =

{
1, if (I ⊗K)i ≤ 1

1
(I⊗K)i

, Otherwise

(2)

in which M is a latent map and ◦ denotes the Hadamard

multiplication. In this way, M serves similarly as a clip-

ping function [6, 32] and keeps the blurry image within the

maximum value of the sensor range. Also, compared to [32]

that approximates the clipping function, the proposed latent

map is easy to implement and does not require any heuristic

settings in our blur model.

3.2. Optimization procedures

Based on the proposed blur model in Eq. (2), we use a

MAP-based scheme to estimate the latent image and blur

kernel as:

min
I,K
L(B,M ◦ (I ⊗K)) + λPI(I) + βPK(K), (3)

where L is the fidelity term that enforces the similarity be-

tween the blurry image and the convolution output of the

recovered image and the blur kernel; PI and PK are prior

terms imposed on the latent image and blur kernel; λ and β
are the weights.

The same with [32, 36, 30], we assume the imaging pro-

cess follows the Poisson distribution and the fidelity term

can be presented as:

L(B,M ◦ (I ⊗K))

= − log
∏

i

Poisson(Bi;Mi(I ⊗K)i)

= M ◦ (I ⊗K)− log(M ◦ (I ⊗K)) ◦B,

(4)

where Poisson(•;σ2) is the Poisson distribution with pa-

rameter σ2. Note the constant is discarded since it does not

influence the minimization.

Similar to [7, 4], we use the hyper-Laplacian prior [16]

for PI (i.e. PI(I) = ‖∇I‖0.8, where∇ is the gradient oper-

ator in horizontal and vertical dimensions, and smooth prior

for PK (i.e. PK(K) = ‖K‖2).

We solve Eq. (3) by alternatively updating I and K with

the other one fixed. The sub-problems referring to I and K
is given by,





min
I
L(B,M ◦ (I ⊗K)) + λPI(I), (5)

min
K
L(B,M ◦ (I ⊗K)) + βPK(K), (6)

Solving the problem referring to I . We can minimize

Eq. (5) by setting its derivative to zero as:

M ⊗ K̃ −
M ◦B

M ◦ (I ⊗K)
⊗ K̃ + λP ′

I(I) = 0, (7)

where K̃ is the transpose of K that flips the shape

of K upside down and left-to-right, P ′
I(I) is the first

order derivative of PI(I) w.r.t. I , and P ′
I(I) =

sgn(∇hI)0.8|∇hI|
−0.2 + sgn(∇vI)0.8|∇vI|

−0.2, where

sgn(•) is the sign function. The division operation here is

element-wise.

Based on Eq. (7), we can obtain I using the Richardson-

Lucy updating scheme [27, 20], which further gives,

It+1 =
It ◦ (( B

It⊗K
−M + 1)⊗ K̃)

1 + λP ′
I(I

t)
, (8)

where t denotes the updating index, 1 is the all-one matrix.

Note that in each updating step, the latent map M should be

computed as defined in Eq. (2) after every updating step of

It (i.e. Mi = 1, if (It ⊗K)i ≤ 1; or Mi = 1/(It ⊗K)i, if

(It ⊗K)i > 1).

Details can be found in our supplementary material.

Solving the problem referring to K. However, it is inap-

propriate to update the blur kernel K with the Richardson-

Lucy scheme2. To make the problem tractable, we use the

approximation rule in [8] that for ∀σ, we have,

Poisson(•;σ2) ≈ N (•;σ2, σ2), (9)

where N (•;σ2, σ2) is the Gaussian distribution with both

mean and variance equal to σ2. Then the fidelity term in

Eq. (6) can be represented as:

L(B,M ◦ (I ⊗K))

= − log
∏

i

N (Bi;Mi(I ⊗K)i,Mi(I ⊗K)i)

= − log
∏

i

N (Bi −Mi(I ⊗K)i; 0,W
−1
i,i )

s.t. W−1 = diag(M ◦ (I ⊗K))

(10)

2Please see supplemental material for analysis.
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According to [1], based on the Gauss-Markov theorem, we

can rewrite the above formation into,

L(B,M ◦ (I ⊗K)) = ‖B −M ◦ (I ⊗K)‖2W + C,
(11)

where ‖ • ‖2W is the norm under metric W , and C is a con-

stant.

As demonstrated in [5, 34, 25], the estimation based

on image gradients is more stable and accurate. Based on

Eq. (6), we can estimate the blur kernel K by minimizing:

min
K
‖∇B −M ◦ (∇I ⊗K)‖2W + β‖K‖2. (12)

The above formation is a weighted least square problem.

Following the optimization in [4] which uses an iteratively

updating strategy to solve the weighted least square prob-

lem, we estimate the blur kernel K by alternately minimiz-

ing Eq. (12) using conjugate gradient method and comput-

ing the weighted matrix W using Eq. (11). The latent map

M is also computed after updating the kernel as defined in

Eq. (2). As the blur kernel should be non-negative and sum

to 1, we set the negative elements of K to 0, and normalize

it to make its summation equal to 1 after estimating K.

Details can be found in our supplemental material.

3.3. Overall algorithm

The overall deblurring process is implemented in a

coarse-to-fine manner using an image pyramid [5]. We con-

struct the image pyramid B1, B2, ..., BL from the blurred

image B where B1 = B and BL is the coarsest down-

sampled version of B. The computation for the kernel and

the intermediate latent image starts from the coarsest level

L, and the obtained kernel KL is then up-sampled and used

as the initialization for the next level (i.e. level L− 1). The

main steps of our blind deblurring method in one pyramid

level are shown in Algorithm 1. After the kernel is obtained

from the finest scale (i.e. level 1), we apply the non-blind

deblurring method derived from Eq. (5) to recover the final

deblurred image.

4. Experiments

In this section, we evaluate the performance of the pro-

posed method on both synthetic and real images and com-

pare it with different state-of-the-art methods. We first ex-

amine our method through extensive numerical experiments

on two benchmark datasets with saturated pixels [11, 23]

and compare it to the state-of-the-art algorithms. Then, we

use some challenging real-world examples with large sat-

urated regions to show the effectiveness of our algorithm.

Finally, we use the natural benchmark dataset [13] without

saturated pixels to further evaluate the proposed method.

All the color images are converted to grayscale ones in the

kernel estimation process. In the final image deblurring pro-

cess, each color channel is processed independently. Due to

Algorithm 1 Blind deblurring for saturated images

Input: blurred image B, parameters λ, β and initial kernel

K0,0.

Output: blur kernel K and intermediate latent image I .

1: Initialize M0=1, I0,0 = B.

2: t=1, x=1, j=0.

3: while j < jmax do

4: while t < tmax do

5: Compute It,j using Eq. (8) given M t−1 and K;

6: Update M t using Eq. (2) given It,j and K;

7: t← t+ 1
8: end while

9: while Stopping criterion is not satisfied do

10: Update W x using Eq. (11) given Kx−1,j and Mx;

11: Compute Kx,j using Eq. (12) given W x and Mx;

12: Update Mx using Eq. (2) given Kx−1,j and I;

13: x← x+ 1;

14: end while

15: j ← j + 1
16: end while

the comprehensive experiments performed, we only demon-

strate a small portion of the results in the main manuscript.

Please refer to the supplementary material for more experi-

mental results.

Our method is implemented in the MATLAB platform

on a computer with an Intel Core i5 CPU and 8 GB RAM.

In all experiments, we fix the parameters as λ = 0.008,

β = 2. We set the maximum outer iteration jmax = 4
and set the maximum inner iteration for updating the latent

image tmax = 50 in each level of Algorithm 1. For the sub-

problem referring to update K, we set the stopping criterion

to be that if the relative error between successive iterates is

smaller than 10−3.

4.1. Saturated dataset from Hu et al. [11]

The saturated dataset provided by Hu et al. [11] contains

11 images and 14 blur kernels. We compare our method

with the competing methods including the optimization-

based ones [11, 24, 7, 4] that are designed for saturated

blurry images, and the learning-based algorithms [31, 15]

which are fine-tuned using the real-world data from [28]3.

When the kernels are estimated by different optimization-

based methods, we use the same non-blind deblurring

method derived from Eq. (5) to obtain the final results.

PSNR and SSIM are used to evaluate the performance.

As shown in Figure 2 and Table 1, our method achieves

the highest average PSNR and SSIM values among all

the methods evaluated. A challenging example from this

3The compared learning-based models are the top two best al-

gorithms after fine-tuning with the provided data according to

http://cg.postech.ac.kr/research/realblur/.
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Figure 2. Average PSNR values on the saturated dataset [11]. Our method performs the best among the compared methods.

Tao et al. [31] Kupyn et al. [15] Pan et al. [24] Dong et al. [7] Chen et al. [4] Hu et al. [11] Ours

Average SSIM 0.7812 0.7980 0.7605 0.7485 0.7509 0.7856 0.8098

Table 1. Average SSIM values on the saturated dataset [11]. Our method performs the best among the compared methods.

(a) Blurred image (b) Tao et al. [31] (c) Kupyn et al. [15] (d) Pan et al. [24]

(e) Dong et al. [7] (f) Chen et al. [4] (g) Hu et al. [11] (h) Ours
Figure 3. A challenging example from the saturated dataset [11]. Our method generates a result with sharper edges and fewer artifacts as

depicted in the boxes. (Best viewed on a high-resolution display with zoom-in.)

dataset is shown in Figure 3, where most state-of-the-art

methods [11, 4, 24, 7] fail to estimate decent blur kernels

due to large saturated regions, and the learning-based meth-

ods [31, 15] also generate results with large blur. In con-

trast, the results from our method are with finer details.

4.2. Low-light dataset from Pan et al. [23]

To further evaluate the effectiveness of our method, we

test it on the low-light dataset constructed by Pan et al. [23],

which contains 6 ground truth images and 8 blur kernels

from [17]. We compare our method with the aforemen-

tioned robust optimization-based methods [24, 7, 4] and the

learning-based approaches [31, 15]. Note that most images

from this dataset do not contain detectable light streaks.

Thus, we do not compare with the method from [11] in

this dataset since it fails in most cases. The same non-blind

method from Eq. (5) is used to restore the final image for

the optimization-based models. We use the error ratio [17]

as the quality metric. As illustrated in Figure 4 (a), our

method achieves the best performance among the methods

evaluated with 100% of the error ratio under 2, while the

second best [31] is 68.8%.

4.3. Real-world examples

Here we use some real-world images to evaluate the pro-

posed method against the state-of-the-art methods [11, 25,

24, 7, 3, 4, 31, 15]. Figure 5 and 6 show two challenging

real examples with abundant saturated pixels. As depicted
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(a) Results on dataset [23]
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(b) Results on dataset [13]
Figure 4. Quantitative evaluations of the proposed method on

benchmark datasets [23, 13]. Our method performs competitively

against state-of-the-art methods.

(a) Input (b) Pan et al. [24] (c) Chen et al. [3]

(d) Kupyn et al. [15] (e) Hu et al. [11] (f) Our result
Figure 5. Qualitative evaluations on a challenging real-world ex-

ample. The parts in red and green boxes in (b)-(e) still contain

ringings and large blur.

in the figures, state-of-the-art methods [25, 3] are ineffec-

tive due to the side-effects brought by the saturated pixels.

The robust methods [24, 7, 4] do not perform well when

the blurry images contain large saturated regions. Their de-

blurred results contain ringing artifacts, and some details

are not recovered well (Figure 5 (b) and Figure 6 (d) - (f)).

Hu et al. [11] is unable to estimate the correct blur kernels

when salient light streaks are unavailable in the blurred im-

ages. As a result, their results contain unnatural colors in

the boxes. In addition, the learning-based approach [15]

also encounters setbacks in the given example, and the blur

is not fully removed in their result. The most probable rea-

son is that the generalization of the neural network is some-

how limited and the blur model is not considered in their

network. In contrast, our method successfully estimates the

blur kernels and generates high-quality deblurred images.

4.4. Dataset [13] without saturated pixels

As can be inferred by our blur model in Eq. (2), it is also

capable of deblurring images without saturated pixels. We

conduct experiments on the benchmark dataset provided by

Köhler et al. [13] which contains 4 clear images and 12 blur

kernels. We compare our method with the state-of-the-art

(a) Input (b) [25] (c) [3] (d) [24]

(e) [7] (f) [4] (g) [11] (h) Ours
Figure 6. A real-world example with large saturated regions. The

parts in red boxes in (b)-(g) contain ringings and large blur.

general image deblurring methods [29, 5, 33, 10, 7, 31, 15].

After the blur kernels are estimated by different methods,

we use the same non-blind deblurring method from [23] to

restore the final deblurred images. We use PSNR to evaluate

performance, and the PSNR value of each restored image

is computed by selecting the highest value relative to 199

clean images captured along the camera motion trajectory.

As shown in the histogram in Figure 4 (b), our method per-

forms favorably among all the methods evaluated, which

demonstrates the effectiveness of the proposed method on

images without saturating.

5. Analysis

5.1. Effectiveness of the proposed latent map

Without considering the latent map, e.g. setting M = 1,

the proposed blur model in Eq. (2) reduces to the forma-

tion in Eq. (1). This blur model is widely adopted in many

existing methods [34, 25, 3]. However, the deblurred im-

age without the latent map contains severe ringing artifacts

in Figure 7 (b). For the proposed latent map M , it is only

effective in the proposed blur model when the pixel value

of the latent map is less than 1. As shown in Figure 7 (l),

the region M < 1 is consistent with the saturated region

while M = 1 is with unsaturated pixels. With the help of

this latent map, the intermediate image in Figure 7 (h) con-

tains fewer ringings around the saturated region compared

to that without it (Figure 7 (g)), which facilitates the follow-

ing kernel estimation. As a result, the model with the latent

map can generate a result with less blur and fewer ringing

artifacts as shown in Figure 7 (f).

To quantitatively compare our method with the strategy
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(a) Input (b) Ours w/o M (i.e. M = 1) (c) Dong et al. [7] (d) Chen et al. [4] (e) Extension of [32]4 (f) Ours

(g) Interim results of (b) (h) Interim results of (f) (i) Used information for (d) (j) Outliers from (d) (k) Weights of (e) (l) Our latent map M 5

Figure 7. Comparisons between different blur models. During the optimization process, the intermediate latent image I (i.e. (g)) without

considering the latent map M contains more artifacts than that with it (i.e. (h)). The saturated regions from [7, 4] (i.e. W in [4]) are detected

based on the residual between the blurred image and the convolving result (i.e. B − I ⊗K), and salient edges from saturated regions are

more likely to be detected (darker regions in (j)). Both [7, 4] discard the detected regions in their optimization, and (i) is the remaining

image structures (i.e. W ◦ B) used for deblurring in [4] after discarding the outliers. The extension of [32] also excludes saturated pixels

including salient edges in their model by implicitly assigning small weights (e.g. (k)), which is based on the derivation of approximation

function, to these pixels. By considering all the pixels, the proposed method has more information to estimate the blur kernel and generate

a shaper result without artifacts (e.g. (f)). Please see Sec. 5 for more details.
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Figure 8. Quantitative evaluations on the dataset [23]. (a) Results

w/ (ours), w/o the latent map and using approximation function to

replace the latent map (Extension of [32]). (b) Results for different

methods (ours and [4]) with different map settings.

that without the latent map, we conduct an ablation study

with the low-light dataset in [23]. The results in Figure 8 (a)

(red and black lines) show that the proposed latent map con-

sistently improves deblurring, where the success rate of us-

ing the latent map is higher than that without it.

5.2. Relation with existing methods

Relation with Dong et al. [7] and Chen et al. [4] Both of

them suggest regarding saturated pixels as outliers which

are discarded during their deblurring processes. Our

method differs from these methods in the following aspects.

First, these two methods suggest that the saturated pixels

are not conforming to their degrading model. In compari-

son, both saturated and unsaturated pixels conform to our

degrading model in Eq. (2). Second, they use an extra step

to locate and discard the pixels around saturated regions in

the blurred image, explicitly or implicitly. Specifically, their

detecting steps rely on the estimation residual B − I ⊗K.

4[32] is developed for non-blind deblurring, and we replace our latent

map with their clipping approximation function in our blur model for blind

deblurring.
5The latent map is processed with a gamma correction for a better view.

Pixels with larger residual values are more likely to be sat-

urated [4]. Then, a weight map (i.e. W in [4]), which has

small values corresponding to the detected region, is used in

the deblurring model to assure that outliers do not contribute

to the optimization process (i.e. W ◦ (B − I ⊗K)). How-

ever, the detected region is more likely to be sharp edges

around the saturated regions as shown in Figure 7 (j). As

these informative edges in the blurry image are discarded,

there may not be enough information left for the deblurring

process (Figure 7 (i)). Differently, all the pixels can be con-

sidered during our optimization process, which alleviates

the limitation in [4, 7] when the remaining information is

insufficient to estimate a more accurate kernel.

To compare the weight map in [4] and the proposed la-

tent map, we conduct an ablation study on [23] with differ-

ent settings in term of error ratio [17]. As shown in Fig-

ure 8 (b), the proposed latent map can consistently improve

deblurring. The example given in Figure 7 also illustrates

the difference between these models. As shown in Figure

7 (c) and (d), their methods fail to obtain a decent blur ker-

nel when using only limited image structures (Figure 7 (i)).

Differently, our method takes advantage of both saturated

and unsaturated pixels during the deblurring process, and as

a result, the deblurred result from our method is with fewer

artifacts (Figure 7 (f)). Please refer to our supplementary

material for details.

Relation with Whyte et al. [32]. [32] is used for non-blind

deblurring. Different from our method, they use a sophis-

ticated function to approximate the ideal clipping function.

Their approximation requires heuristic parameter settings to

control the smoothness of the approximation which may be

inappropriate for different images. Further, the derivation

of the approximation often has small values corresponding

to the saturated regions and it can be approximately consid-
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Figure 9. Convergence property of the proposed optimization

framework. (a) Energy value of the objective function in Eq. (5).

(b) Average kernel similarity [12].

Method 255× 255 600× 600 800× 800

Hu et al. [11] 27.28 86.05 198.60

Pan et al. [24] 180.10 625.74 1147.50

Dong et al. [7] 88.08 667.51 1249.49

Chen et al. [4] 52.65 320.62 544.29

Ours 12.03 76.05 143.26

Table 2. Running time comparison on images with different sizes.

The codes are all implemented in MATLAB.

ered as assigning small weights to the saturated pixels sim-

ilar to [7, 4] during their deblurring process. Consequently,

they also only use unsaturated pixels for the deblurring.

For comparison, we extend [32] to blind deblurring by

replacing our latent map with their approximation function

in both the latent image and blur kernel estimation processes

of our deblurring framework. The example presented in

Figure 7 (e) shows the restored result contains blur and arti-

facts. The main reason is that most saturated pixels, includ-

ing the salient edges, are discarded in their model (Figure

7 (k)). Consequently, there will be insufficient information

to estimate the blur kernel when large regions in the blurry

image are saturated. The quantitatively results in Figure 8

(a) (blue line) also show that their approximation is less ef-

fective than our method, where the success rate of using the

proposed latent map is higher than replacing it with the ap-

proximation function. This validates the superiority of our

method over the extension of [32].

5.3. Convergence property

We evaluate the convergence property of our optimiza-

tion framework using the low-light dataset [23]. We com-

pute the output of the energy function in Eq. (5) and the

kernel similarity [12] referring to Eq. (6), and they are both

measured at the finest image scale. Results shown in Figure

9 (a) and (b) demonstrate that our optimization framework

converges less than 30 iterations, which validates the effec-

tiveness of our optimization scheme.

5.4. Running time comparison

In addition, we also compare the average running time

between some optimization based methods. Experiments

are conducted on images of different sizes. The overall
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(b) Results with different β

Figure 10. Sensitivity analysis of the parameters λ and β on the

proposed algorithm.

results are shown in Table 2. Our method achieves the

fastest running time among the algorithms evaluated be-

cause it does not involve any preprocess steps or edge se-

lecting strategies.

5.5. Parameter analysis

The proposed model involves two parameters λ and β.

We evaluate the effects of these parameters on image de-

blurring in the dataset from [23].

Figure 10 (a) shows that the kernel can be well estimated

by a wide range of λ (i.e. from 0.001 to 0.01), and the re-

sults in Figure 10 (b) demonstrate that the proposed frame-

work can output decent results with a wide range of param-

eter settings of β. The analysis demonstrates that our model

performs well in a wide range of hyper-parameter settings.

6. Conclusion

In this paper, we develop a new method to restore satu-

rated blurred images. We first propose a new blur model

that takes both saturated and unsaturated pixels into ac-

count. Unlike previous approaches, the strong edges around

the saturated regions can still contribute to the deblurring

process, which alleviates the limitation of existing methods

when large saturated regions are present in the blurred im-

age. Then, based on the proposed blur model, we develop

an efficient MAP-based optimization framework, which is

shown to converge well and requires less execution time

than other methods. Experimental results demonstrate that

the proposed method performs favorably against state-of-

the-art methods without additional pre-processing steps (i.e.

extracting light streaks or selecting salient edges), and it can

obtain high-quality results on challenging real examples.
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