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Figure 1: Stylization examples generated by our proposed DualAST. The first row shows several artworks from Claude

Monet, which are taken as the style images. The first column shows the content images. The rest of the images are new

artworks generated by our model.

Abstract

Artistic style transfer is an image editing task that aims

at repainting everyday photographs with learned artistic

styles. Existing methods learn styles from either a single

style example or a collection of artworks. Accordingly, the

stylization results are either inferior in visual quality or

limited in style controllability. To tackle this problem, we

propose a novel Dual Style-Learning Artistic Style Trans-

fer (DualAST) framework to learn simultaneously both the

holistic artist-style (from a collection of artworks) and the

specific artwork-style (from a single style image): the artist-

style sets the tone (i.e., the overall feeling) for the stylized

image, while the artwork-style determines the details of the

stylized image, such as color and texture. Moreover, we in-
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troduce a Style-Control Block (SCB) to adjust the styles of

generated images with a set of learnable style-control fac-

tors. We conduct extensive experiments to evaluate the per-

formance of the proposed framework, the results of which

confirm the superiority of our method.

1. Introduction

Artistic style transfer aims to transfer the styles of art-

works onto arbitrary photographs to create novel artistic

images. The study on this topic has drawn much attention

in recent years due to its scientific and artistic values. To

achieve satisfying and convincing stylizations, it is very im-

portant to clarify the characteristics of artwork creation.

First, each artist has a specific painting style, which is

distinguishable from others. We can get a good grasp of an
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artist’s style by studying the collection of his artworks. Intu-

itively, the more the number of artworks, the more profound

and accurate our understanding of the artist’s style. Second,

there exist many variations within one style. For example,

although The Starry Night, Sunflowers, and Portrait of Dr.

Gachet are all van Gogh’s artworks, they are significantly

different in terms of color and texture.

To summarize, for the artworks of an artist, from the

holistic perspective, they form the unique painting style of

the artist; from the individual perspective, they are different

from each other, exhibiting remarkable variations. Only if

we take these two perspectives into consideration can we

synthesize satisfying artistic images in style transfer. Un-

fortunately, existing style transfer methods only consider

one of the two perspectives, which makes them unable to

solve each other’s problem. To be more specific, on the

one hand, some methods [24, 15] only focus on the first

perspective and learn the holistic artist-style from a col-

lection of artworks, neglecting the variations among dif-

ferent images. The advantage of [24, 15] is that they can

produce striking stylization results with pretty high qual-

ity. The defects of them are mainly in two aspects: 1)

their stylization results are very limited in style controlla-

bility; 2) they can only produce one kind of stylizations,

lacking variety. Kotovenko et al. [14] and Svoboda et al.

[27] noticed the variations within one style and alleviated

this issue by introducing a fixpoint triplet style loss and a

two-stage peer-regularization layer, respectively. However,

they still did not achieve satisfying controllable reference-

guided stylizations, because they did not enforce an explicit

style constraint between the reference (style) image and the

stylized image. On the other hand, the other methods

[8, 16, 11, 10, 20, 25, 30] only focus on the second perspec-

tive and learn the specific artwork-style from a single style

example. The advantage is that they can produce control-

lable stylization results, while the defect is that they are sig-

nificantly inferior to [24, 15, 14, 27] in visual quality, since

they did not leverage the rich style information reserved in

the artwork dataset. As [24] pointed out, it is insufficient to

only use a single artwork, because it might not represent the

full scope of an artistic style.

Motivated by the observations and analyses above, we

propose a novel artistic style transfer framework, termed

as DualAST, which learns simultaneously both the holis-

tic artist-style (from a collection of artworks) and the spe-

cific artwork-style (from a single style image). Moreover,

to better control the style of the generated image, we intro-

duce a Style-Control Block (SCB) to our model. Although

some existing arbitrary style transfer methods (e.g., AdaIN

[10]) can also be used to perform controllable reference-

guided image synthesis by exploring a statistical transfor-

mation from reference (style) image onto content image,

we argue that it is inflexible and suboptimal to employ the

manually defined statistics to control the style of the gener-

ated image. In comparison, our proposed SCB treats style

information as a modulator rather than statistical data, and

produces a set of learnable style-control factors to adjust the

style of the generated image. In this way, our method is able

to produce high-quality and style controllable stylization re-

sults with plenty of variations, as shown in Figure 1.

In summary, our main contributions are threefold:

• We propose a novel artistic style transfer framework

DualAST that learns holistic artist-style and specific

artwork-style simultaneously, yielding high-quality

and style controllable stylization results with plenty of

variations.

• We introduce a Style-Control Block (SCB) to better

control the style of the generated image according to

the input reference (style) image, resulting in artisti-

cally better stylizations.

• We demonstrate the effectiveness and strength of our

approach by extensive comparisons with several state-

of-the-art style transfer methods.

2. Related Work

Learning style from a single artwork. Recently, the

seminal work of Gatys et al. [8] found that multi-level fea-

ture statistics extracted from a pre-trained Convolutional

Neural Network (CNN) model can be used to separate

content and style information, making it possible to re-

combine the content of a photograph with the style of a

well-known artwork to create new artistic images. Since

then, a series of follow-up works have been proposed to

achieve better performance in many aspects, such as effi-

ciency [11, 17, 28], quality [16, 31, 21, 37, 39, 35, 13],

generalization [7, 4, 5, 10, 20, 25, 18, 22], and diversity

[19, 29, 32, 33].

Efficiency. Although Gatys et al. [8] is able to gener-

ate visually stunning stylized images, its inference speed

is prohibitively slow due to the iterative optimization pro-

cess. To tackle this problem, [11, 17, 28] proposed to

replace the optimization process with feed-forward neural

networks, achieving real-time style transfer. Quality. Li et

al. [16] improved the results of [8] by studying a combina-

tion of generative Markov random field (MRF) models and

discriminatively trained deep convolutional neural networks

(DCNNs). Ulyanov et al. [29] introduced an instance nor-

malization module to replace batch normalization with sig-

nificantly improvements to the quality of image stylization.

Zhang et al. [39] introduced a more flexible and general uni-

versal style transfer technique that explicitly considers the

matching of semantic patterns in content and style images.

Yao et al. [37] developed an attention-aware multi-stroke

style transfer model that is capable of generating striking
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Figure 2: Illustration of the proposed DualAST framework. (1) The encoder captures style-aware content features from the

content image with the constraint of the style-aware content loss LSA and the style-aware content adversarial loss Lcadv .

(2) The style-control block takes the style features extracted by the fixed VGG network as its input, and produces a set of

style-control factors to control the style of the generated image. (3) The decoder learns the holistic artist-style and the specific

artwork-style with the constraint of the adversarial loss Ladv and the artwork-style loss Ls. The soft reconstruction loss Lp

is used to preserve the main content structure of the content image.

stylized images with multiple stroke patterns. Generaliza-

tion. Universal style transfer methods have recently been

proposed to transfer arbitrary styles through only one single

model. Chen et al. [5] introduced a style swap operation

to match and swap local patches between the intermediate

features of content and style images, which for the first time

realized universal style transfer. Huang et al. [10] proposed

a novel adaptive instance normalization (AdaIN) layer that

adjusts the mean and variance of the content input to match

those of the style input. Li et al. [20] performed a pair of

feature transforms, whitening and coloring (WCT), for fea-

ture embedding within a pre-trained encoder-decoder mod-

ule. Sheng et al. [25] integrated a style decorator for se-

mantic style feature propagation and an hourglass network

for multi-scale holistic style adaptation. Li et al. [18] pro-

posed a learnable linear transformation matrix which is con-

ditioned on an arbitrary pair of content and style images.

Diversity. Recently, diversified style transfer methods have

been proposed to generate diverse stylization results, en-

dowing users with more choices to select the satisfactory

results according to their own preferences. Li et al. [19]

and Ulyanov et al. [29] proposed to penalize the similarities

of different stylization results in a mini-batch. Wang et al.

[32] achieved better diversity by using an orthogonal noise

matrix to perturb the image feature maps while keeping the

original style information unchanged.

Despite the great progress, the image quality achieved

by these methods is still insufficient, because they only fo-

cus on the limited style information contained in a single

artwork.

Learning style from a collection of artworks. [24]

argues that it is not enough to only use a single artwork,

because it might not represent the full scope of an artistic

style. Aiming at this problem, [24] proposed to learn style

from a collection of artworks instead of a single style image,

greatly improving the quality of stylized images. [15] intro-

duced a novel content transformation block designed as a

dedicated part of the network to alter an object in a content-

and style-specific manner. [14] introduced two novel losses:

a fixpoint triplet style loss to learn subtle variations within

one style or between different styles and a disentanglement

loss to ensure that the stylization is not conditioned on the

real input photo. [27] provided a novel model to produce

high-quality stylized images in the zero-shot setting and al-

low for more freedom in changes to the content geometry.

Although [24, 15, 14, 27] achieved superior performance in

terms of visual quality, they suffered from the uncontrolla-

bility of stylizations.

In this paper, we propose to learn simultaneously both

the holistic artist-style from a collection of artworks and the
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specific artwork-style from a single reference image, yield-

ing high-quality and style controllable stylization results.

3. Proposed Method

Our goal is to learn an artistic style transfer model

that captures both the holistic artist-style and the specific

artwork-style. The holistic artist-style is learned from a col-

lection of an artist’s artworks, which sets the tone (i.e., the

overall feeling) for the stylized image. The specific artwork-

style is learned from a single reference image, which de-

termines the details (i.e., color and texture) of the stylized

image. To achieve this goal, we propose a novel DualAST

framework, which we will introduce in details.

3.1. Dual Style Learning

Let X and Y be the sets of photos and artworks, respec-

tively. As mentioned above, we aim to learn both the holis-

tic artist-style from Y and the specific artwork-style from

y ∈ Y , and then transfer them to an arbitrary content image

x ∈ X to create new artistic images. Figure 2 illustrates the

pipeline of our proposed DualAST.

Holistic artist-style learning. We employ GAN (Gen-

erative Adversarial Network) [9, 23, 2, 38, 3] to align the

distribution of generated images with artistic images in Y .

The GAN consists of a generator G and a discriminator Ds

that compete against each other. Note that for G, we adopt

an encoder-decoder architecture containing an encoder E

and a decoder D. We express the adversarial loss as:

Ladv := E
y∼Y

[log(Ds(y))]+

E
x∼X

[log(1−Ds(D(E(x), τ)))]
(1)

where τ is the style-control factor used to control the style

of the generated image (details in Section 3.2).

Specific artwork-style learning. Similar to previous

works [8, 11, 17], we leverage a fixed pre-trained VGG-

19 network [26] φ to compute the artwork-style loss. In-

spired by the loss designations in [10, 22], we formulate the

artwork-style loss Ls as,

Ls :=

n∑

i=1

‖ µ(φi(D(E(x), τ)))− µ(φi(y)) ‖2 +

n∑

i=1

‖ σ(φi(D(E(x), τ)))− σ(φi(y)) ‖2

(2)

where µ and σ are channel-wise mean and standard devi-

ation, respectively. φi denotes a layer in VGG-19 used to

compute the artwork-style loss. In our experiments we use

relu1 1, relu2 1, relu3 1, relu4 1, and relu5 1 layers with

equal weights.

Content structure preservation. Apart from learning

the artistic style, style transfer also requires preserving the

content structure of the content image x. To satisfy this

requirement, we enforce a soft reconstruction loss between

x and the stylization result D(E(x), τ),

Lp := E
x∼X

[‖ P (D(E(x), τ))− P (x) ‖2
2
] (3)

where P is an average pooling layer. Compared with typical

reconstruction loss, the soft reconstruction loss seeks to pre-

serve only the essential content structure information rather

than all the detailed information, which is more in line with

the goal of style transfer (we demonstrate its effectiveness

in the supplementary material via ablation studies).

Moreover, to empower E with the ability of capturing

style-aware details from x, we adopt a style-aware content

loss [24],

LSA := E
x∼X

[‖ E(D(E(x), τ))− E(x) ‖2
2
] (4)

However, a drawback of LSA is that it is very sensitive to

the value of its input. Thus, it can be easily minimized if E

uses a small signal (‖ E(D(E(x), τ)) ‖→ 0, ‖ E(x) ‖→
0), which reduces the loss but does not increase the sim-

ilarity between E(D(E(x), τ)) and E(x). Aiming at this

potential problem, we employ a feature discriminator Df

and introduce a style-aware content adversarial loss,

Lcadv := E
x∼X

[log(Df (E(x)))+

log(1−Df (E(D(E(x), τ))))]
(5)

Lcadv seeks to minimize the distribution deviation, un-

related to the value of its input. This way, even if E uses

a small signal, the similarity between E(D(E(x), τ)) and

E(x) still can be promoted with Lcadv .

Full objective. We summarize all aforementioned losses

and obtain the full objective of our model,

Lfull := λadvLadv + λsLs + λpLp

+λSALSA + λcadvLcadv

(6)

where hyper-parameters λadv , λs, λp, λSA, and λcadv de-

fine the relative importance of the components in the overall

loss function. They have been chosen by hand and will be

shown below.

3.2. StyleControl Block

Existing arbitrary style transfer methods can be used to

perform controllable reference-guided image synthesis by

exploring a statistical transformation from reference image

onto content image. For example, AdaIN [10] matches the
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Figure 3: Stylization examples generated by our proposed DualAST. The first row shows several artworks from van Gogh,

Cezanne, and Monet, which are taken as the style images. The first column shows the content images. The rest of the images

are new artworks generated by our model.

means and variances of deep features between content and

style images. However, we argue that it is inflexible and

suboptimal to employ the manually defined statistics to con-

trol the style of the generated image.

In this work, we consider the reference-guided image

synthesis problem from a different perspective and intro-

duce a Style-Control Block (SCB) to our model. In detail,

SCB takes the style features extracted from the reference

image y as its input, and produces a set of learnable param-

eters τ (which we call style-control factors in this paper)

containing the style characteristics of y,

τ := SCB(φrelu5 1(y)) (7)

As shown in Figure 2, each scalar in τ ∈ R
B×C is used

to control a feature map of E(x) ∈ R
B×H×W×C via a sim-

ple scalar multiplication operation. In this way, the style

characteristics of y can be injected to the decoder to guide

the synthesis of the stylized image.

Compared with previous methods, our proposed SCB

treats style information as a modulator rather than statisti-

cal data, exhibiting two advantages: i) complicated statistics

computation is not required; ii) the style-control factors in

SCB can be adaptively changed in a learnable manner ac-

cording to different style examples, more flexible and rea-

sonable than manually defined statistics.

3.3. Implementation Details

We adapt the architectures for our encoder and decoder

from [11] which has shown impressive results for artistic

style transfer. Specifically, the encoder E is composed of

1 stride-1 and 4 stride-2 convolution layers. The decoder

D contains 9 residual blocks, 4 upsampling blocks, and

1 stride-1 convolution layer. The style-control block SCB

has 2 stride-2 and 1 stride-1 convolution layers. The style

discriminator Ds is a fully convolutional networks with 7

stride-2 convolution layers. The feature discriminator Df

includes 3 stride-2 convolution layers and 1 fully connected

layer. As for P , it is an average pooling layer. The loss

weights in Equation (6) are set to λadv = 1, λs = 0.3,

λp = 100, λSA = 100, λcadv = 10. The learning rate is ini-

tially set to 0.0002 and then decreased by a factor of 10 af-

ter 200000 iterations (300000 iterations in total). Our code

is available at: https://github.com/HalbertCH/

DualAST.

4. Experimental Results

To evaluate the proposed method, extensive experiments

and comparisons have been conducted. First, in Section

4.1, we show the high-quality and style controllable styl-

ization results generated by our model and perform quali-

tative comparisons. Next, quantitative results are presented

876



Figure 4: Qualitative comparisons. The first column shows the style images from different artists. The second column shows

the content images. The rest columns show the stylization results generated by different style transfer methods.

in Section 4.2. Finally, in Section 4.3, we conduct compre-

hensive ablation studies to validate the effectiveness of each

component in our model.

Baselines. We use Gatys et al. [8], AdaIN [10], WCT

[20], Avatar-Net [25], SANet [22], AST [24], and Svoboda

et al. [27] as our baselines. Among them, Gatys et al. [8],

AdaIN [10], WCT [20], Avatar-Net [25], and SANet [22]

learn style from a single style image, while AST [24] and

Svoboda et al. [27] learn style from a collection of artworks.

All the baselines are trained using publicly available imple-

mentations with default configurations.

Datasets. Following [24, 15, 14, 27], we use Place365

[41] and WikiArt [12] for content and style images, respec-

tively. During training, we randomly sample image patches

of size 768×768 from Place365 and WikiArt. Note that in

the inference stage, both the content and style images can

be of any size.

4.1. Qualitative Results

In Figure 3, we show our stylization results based on dif-

ferent artworks of different artists, including Vincent van

Gogh, Paul Cezanne, and Claude Monet. It can be seen

that the stylized images exhibit both remarkable visual qual-

ity and satisfying style controllability. From the zoom-in

part in Figure 3, we further observe that for the stylized im-

ages based on the same artist’s style, despite different colors

and style patterns, their strokes are very similar; while for

the stylized images based on different artists’ styles, their

strokes are clearly distinguishable from each other. For ex-

ample, the van Gogh stylizations all employ curved and in-

terlaced strokes, while the Cezanne stylizations all employ

large flat strokes.

To validate the superiority of our method, we compare

our stylization results with those of aforementioned 7 base-

lines in Figure 4. Gatys et al. [8] is likely to encounter a bad

local minimum (e.g., rows 1, 5, and 6). AdaIN [10] usually

introduces undesired colors and patterns that do not exist

in style images (e.g., rows 1, 2, and 5). WCT [20] fails to

preserve the main content structures, resulting in messy and

less-structured stylizations (e.g., rows 3, 4, and 6). Avatar-

Net [25] sometimes blurs the semantic structures (e.g., rows

1, 4, and 6). SANet [22] tends to apply repeating style pat-

terns to stylized images (e.g., rows 2, 3, and 6). Above

five style transfer methods all learn style from a single style

image, resulting in insufficient visual quality. As for AST

[24] and Svoboda et al. [27], they are able to produce stun-

ning stylized images. However, as we can see from the last

two columns, their stylization results have very limited rel-
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Table 1: The deception rate and user study (in terms of visual quality and style controllability) for different methods. The

higher the better. The best scores are reported in bold.

Gatys et al. AdaIN WCT Avatar-Net SANet AST Svoboda et al. DualAST

Deception Rate 0.206 0.065 0.027 0.046 0.122 0.454 0.278 0.589

Visual Quality (%) 0.061 0.052 0.011 0.034 0.093 0.253 0.191 0.305

Style Controllability (%) 0.194 0.117 0.154 0.121 0.168 0.005 0.059 0.182

evance to style images. This is because they only learn the

holistic artist-style from the whole artwork dataset, result-

ing in uncontrollable stylizations.

In comparison, our proposed DualAST learns simultane-

ously both the holistic artist-style (from the artwork dataset)

and the specific artwork-style (from a single style image).

The results in the third column of Figure 4 demonstrate the

effectiveness and superiority of our method. More results

can be found in our supplementary material.

4.2. Quantitative Results

Assessing artistic style transfer results could be a highly

subjective task. In this section, we adopt two quantitative

evaluation metrics: deception rate [24] and user study, to

better evaluate our method.

Deception rate. This metric was introduced by

Sanakoyeu et al. [24] to quantitatively and automatically

assess the quality of stylization results. First, [24] trained

a VGG-16 network to classify 624 artists on WikiArt [12]

from scratch. Then, the pre-trained network was employed

to predict which artist the stylized image belongs to. Fi-

nally, the deception rate was calculated as the fraction of

times that the network predicted the correct artist. We re-

port the deception rate for the proposed DualAST and seven

baseline models in the second row of Table 1. It can be ob-

served that our method achieves the highest score and out-

performs the other methods by a large margin.

User study. User study has been widely adopted by pre-

vious works [22, 24, 34, 6, 1, 36, 40] to investigate user

preference over different visual results. Here we conduct

two user studies to evaluate the user preference of our and

competing methods in terms of visual quality and style con-

trollability, respectively.

Visual quality. Given various photographs, we stylize

them in the style of different artists using DualAST and

7 baseline methods. Then we show the randomly ordered

stylized images produced by 8 compared methods to partic-

ipants and ask them to select the image that best represents

the style of the target artist. We finally collect 1000 votes

from 50 participants. We report the percentage of votes for

each method in the third row of Table 1, where we can see

that the stylization results obtained by our method are pre-

ferred more often than those of other methods.

Style controllability. We select 20 content and style im-

Figure 5: Ablation results for holistic artist-style and spe-

cific artwork-style learning. (a) The results of full DualAST.

(b) The results of DualAST w/o holistic artist-style learn-

ing. (c) The results of DualAST w/o specific artwork-style

learning.

age pairs and take them as the inputs of above 8 compared

methods, yielding 20 stylized images for each method.

Then we show these stylized images alongside the style

image and content image to participants and ask them to

choose the image that learns the most characteristics from

the style image. We report the percentage of votes for each

method in the fourth row of Table 1. We observe that Du-

alAST achieves the second-highest score, after Gatys et al.

[8] The reason behind this is that Gatys et al. [8] is an

optimization-based method that performs an optimization

process for every style, while the other methods train one

single model to transfer arbitrary styles.

To summarize, existing artistic style transfer methods are

either inferior in visual quality or limited in style controlla-

bility. In comparison, our DualAST achieves both remark-

able visual quality and satisfying style controllability.

4.3. Ablation Studies

In this section, we explore each component’s effect in

DualAST and validate their importance by ablation studies.

With and without holistic artist-style learning. Here

we train a DualAST model that does not involve holistic
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Figure 6: Ablation results for the style-aware content adver-

sarial loss. (a) The results of full DualAST. (b) The results

of DualAST w/o the style-aware content adversarial loss.

artist-style learning. The experimental results are shown

in Figure 5. We can see that, compared with the full Du-

alAST model, the DualAST model without holistic artist-

style learning produces less appealing stylization results

with some noticeable artifacts (see the zoom-in regions in

row 1, the strokes of (a, c) are much more natural and

smooth than the stroke of (b)). The reason could be that it

is insufficient to learn style from a single artwork, because

it might not represent the full scope of an artistic style. To

enhance the visual quality of the stylized image with more

holistic artist-style (for example, stroke), it is important to

leverage the rich style information reserved in the whole

artwork dataset.

With and without specific artwork-style learning.

Similarly, we also train a DualAST model that does not in-

volve specific artwork-style learning. As shown in Figure 5

(c), its stylization results have little relevance to the style

(reference) image. The reason behind this is that the model

only focuses on learning the holistic artist-style from the

whole artwork dataset, neglecting the variations among dif-

ferent artworks. To achieve controllable reference-guided

stylizations, it is important to learn more specific artwork-

style (e.g., color and texture) from the reference image.

With and without the style-aware content adversar-

ial loss. As discussed in Section 3.1, we introduced a style-

aware content adversarial loss Lcadv to alleviate the limita-

tion of the style-aware content loss [24] LSA. In Figure 6,

we show stylizations of our method with and without Lcadv .

We find that our full model better matches the target style to

the content image, yielding visually more pleasing results.

Take the first row as an example, there are some content

distortions in the ground of image (b), while image (a) does

not have such problems.

With and without the style-control block. To investi-

gate the effect of our proposed style-control block (SCB),

we substitute it with a concatenation layer (which directly

concatenates the content and style features) and an AdaIN

[10] layer, respectively. The experimental results are shown

in Figure 7. From the zoom-in parts we can see that the

concatenation layer tends to preserve the content structures

of the style image, while the AdaIN layer fails to learn the

target color distribution and introduces some unwanted ar-

tifacts. Such problems can be avoided with our SCB.

Figure 7: Ablation results obtained by applying (a) the

style-control block, (b) the concatenation layer, and (c) the

AdaIN layer.

5. Conclusion

In this paper, we propose a novel style transfer frame-

work, termed as DualAST, to address the artistic style trans-

fer problem from a new perspective. The core idea of Du-

alAST is to learn simultaneously both the holistic artist-

style and the specific artwork-style: the first style sets the

tone for the stylized image, while the second style deter-

mines the details of the stylized image. Furthermore, we

introduce a Style-Control Block (SCB) to adjust the styles

of generated images with a set of learnable style-control

factors. Extensive experimental results demonstrate the

strength of our approach against the state-of-the-art in terms

of visual quality and style controllability. As a future direc-

tion, we will further explore the more detailed relation be-

tween the holistic artist-style and the specific artwork-style

for enhanced stylizations.
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