Learning a Non-blind Deblurring Network for Night Blurry Images
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Abstract

Deblurring night blurry images is difficult, because the common-used blur model based on the linear convolution operation does not hold in this situation due to the influence of saturated pixels. In this paper, we propose a non-blind deblurring network (NBDN) to restore night blurry images. To mitigate the side effects brought by the pixels that violate the blur model, we develop a confidence estimation unit (CEU) to estimate a map which ensures smaller contributions of these pixels in the deconvolution steps which are optimized by the conjugate gradient (CG) method. Moreover, unlike the existing methods using manually tuned hyper-parameters in their frameworks, we propose a hyper-parameter estimation unit (HPEU) to adaptively estimate hyper-parameters for better image restoration. The experimental results demonstrate that the proposed network performs favorably against state-of-the-art algorithms both quantitatively and qualitatively.

1. Introduction

Non-blind deblurring aims to recover the latent image from the given blurry image and blur kernel. Mathematically, the blurring process can be modeled as

\[ B = I \otimes K + \eta, \]

where \( B \), \( I \), \( K \), and \( \eta \) denote the blurry image, latent image, blur kernel, and additive noises, respectively. We use \( \otimes \) to represent the convolution operator. Due to the irreversible loss of high-frequency information in the blurring process and the interference of noises, restoring the latent image is fundamentally ill-posed [26]. Thus, an efficient prior term \( R(I) \) must be imposed to regularize the solution space, which gives,

\[ \min_I \| B - I \otimes K \|^2 + \mu R(I). \] (2)

Then, the solution is the one that minimizes the summation of the fidelity term and the prior term weighted by the parameter \( \mu \).

However, the non-blind deblurring task becomes more challenging for night blurry images. The reason is that saturated pixels are often presented under night condition, and these pixels violate the blur model in Eq. (1). As the saturated pixels are usually clipped to the maximum value due to the limited sensor range in the exposure time, a clipping function is adopted in Eq. (1):

\[ B = C(I \otimes K) + \eta, \] (3)

where \( C(\cdot) \) denotes the clipping function. When \( I \otimes K \) is within the dynamic range, \( C(I \otimes K) = I \otimes K \); otherwise, \( C(I \otimes K) \) returns the maximum intensity of the sensor range. Because of the influence of the non-linear function \( C(\cdot) \), the affected pixels can no longer be modeled by the blur model in Eq. (1). Thus, the method based on this model is less effective for the image with saturated pixels (Figure 1 (g) and (h)).

Significant efforts have been made to solve this problem. Cho et al. [7] adopt an Expectation-Maximization-based framework to locate pixels violating the blur model and exclude them during the updating process. However, this strategy requires a predefined density of the saturated pixels and a heuristic estimation of the noise levels for all the images, which may be less effective because the densities and noise levels vary across different situations. Whyte et al. [25] extend the Richardson-Lucy algorithm with an approximation function [3] to model the property of saturated pixels. Moreover, [19, 6] develop specially-designed fidelity terms to fit the degrading process in Eq. (3). However, these approaches require empirical parameter tuning...
to fit the specific functions, and the optimization processes are time-consuming. Moreover, the adopted sparse prior [15] can result in visual artifacts for these methods when noise and blur are both present (Figure 1 (b)-(e)). The night blurry image often contains noises, saturation, and blur at the same time, which makes it difficult for these methods to restore a clear image.

As all above mentioned methods manually design sophisticated functions or complex optimizations to solve deblurring problems when saturated pixels are presented, several methods [28, 29, 10, 22] develop deep convolutional neural networks (CNNs) to solve non-blind image deblurring. These algorithms either explicitly or implicitly use deep CNNs as denoisers [28, 29, 10] or learn an end-to-end network to directly estimate latent images [22]. Although decent performance has been achieved, these algorithms do not effectively model the imaging process in Eq. (3). When handling blurred images with saturated pixels, they usually lead to results with ringing artifacts as shown in Figure 1 (g) and (h). As saturated pixels usually exist in low-illumination environments which are likely to cause blurry effect when capturing images in such conditions, it is of great interest to develop an effective algorithm to solve deblurring with saturated pixels.

In this work, we develop a non-blind deblurring network (NBDN) to learn both the fidelity and prior terms to restore saturated blurry images. For the fidelity term, we propose a learning-based confidence estimation unit (CEU) to determine the influence of each pixel on the optimization process. Specifically, pixels that violate Eq. (1) are with small confidences so that they have few influences on the optimization process. Unlike the approach in [7] that uses the residual between the blurry image and the convolution output (i.e. $B - I \otimes K$) to locate these pixels, confidences from CEU are only determined by the blurry image and restored result from the previous iterations, which alleviates the error brought by the inaccurate kernel. For the prior term, we use the prior information derived from a learned regularization unit (LRU) to remove noises as well as artifacts [28]. With the help of these two learned terms, we can obtain results with fine edges while side-effects from saturated pixels being removed.

Moreover, the noise level in image deblurring varies from image to image, which requires exhaustive hyper-parameters tuning in state-of-the-art deblurring methods. To avoid manual hyper-parameter tuning for noise handling, we propose a hyper-parameter estimation unit (HPEU) to adaptively predict corresponding hyper-parameters for every input. In practice, we integrate the information from all previous updating steps and the latent images to help the current hyper-parameter estimation. During each updating step, HPEU can generate different hyper-parameters for images with different levels of noise. After all the variables are obtained via corresponding modules, we propose a CG-based deconvolution step to update the latent image. An overview of NBDN is shown in Figure 2. The contributions
of this work are summarized as follows.

- We develop an NBDN for deblurring with saturated pixels. Different from other methods, we exclude side-effects from pixels that violate the blur model via a learned confidence map, where the confidences serve to determine the influences of different pixels in the data term.
- We propose an HPEU to adaptively estimate hyper-parameters in the deblurring framework. The integration of previous updating information enables the unit to determine optimal hyper-parameters for the current optimization step.
- We qualitatively and quantitatively evaluate NBDN with numerical and visual experiments against the state-of-the-art methods. The results show that artifacts can be effectively reduced by NBDN especially when the blurry image contains saturated pixels.

2. Proposed Method

As the saturated pixels usually affect the goodness-of-fit to the blur model (1), how to model the saturated pixels is critical for the image restoration. To solve this problem, we develop an effective algorithm to reduce the influence of the saturated pixels and propose a hyper-parameter estimation method for better image restoration in a unified deep CNN model. In the following, we will present the details of our method.

2.1. NBDN for night image deblurring

An intuitive idea is to detect pixels that violate the blur model in Eq. (1) and reduce their effect on the deblurring process. To this end, we develop an effective algorithm to estimate the underlying confidence map $M$ for different pixels. Specifically, pixels that violate the blur model should have smaller confidence values to make sure they have fewer influences on the estimation process, and normal pixels should have higher confidence values so that they contribute more to the latent image restoration. Based on this idea, we use the following objective function to restore the latent image:

$$
\min_{I,M} \| M \circ (B - I \otimes K) \|^2 + \mu R(I) + \theta F(M),
$$

where $\circ$ represents the Hadamard product, $F(\cdot)$ represents a regularization term enforced on $M$, and $\theta$ is the weight parameter. We can solve Eq. (4) by iteratively minimizing the following sub-problems:

$$
\begin{aligned}
M^t &= \arg \min_{M} \| M \circ (B - I^t \otimes K) \|^2 + \theta F(M), \quad (5)

I^{t+1} &= \arg \min_{I} \| M^t \circ (B - I \otimes K) \|^2 + \mu R(I), \quad (6)
\end{aligned}
$$

where $t$ denotes the updating step.

Sub-problem w.r.t. $M$. Eq. (5) suggests that $M^t$ can be obtained based on current variables i.e. $B, I^t$ and $K$. However, it is difficult to find a proper prior for the confidence map, i.e. $F(M)$. Instead of using heuristic strategies for the obtaining process as in [7], we develop a learning-based confidence estimation unit (i.e. CEU) to directly approximate the solution of Eq. (5).

Sub-problem w.r.t. $I$. The half-quadratic splitting method is often adopted to solve Eq. (6). By introducing an auxiliary variable $U \rightarrow I$, Eq. (6) can be reformulated into:

$$
\min_{I,U} \| M^t \circ (B - I \otimes K) \|^2 + \lambda \| I - U \|^2 + \mu R(U),
$$

where $\lambda$ is a positive hyper-parameter, which is manually tuned in existing literature [27, 18, 16, 5, 4]. We can solve...
Algorithm 1 Non-blind Deblurring Network for Night Blurry Images (NBDN)

Input: Blurry image $B$ and blur kernel $K$
Input: Iteration numbers $t_{\text{max}}$ and $s_{\text{max}}$
Output: Restored sharp image $I^*$

1: $I^0 = B$
2: $HS^0 = 0$
3: $\lambda^0, HS^1 = \text{HPEU}(I^0, HS^0)$
4: $I^1 = \text{CG}(B, I^0, 0, 1, K, \lambda^0, s_{\text{max}})$
5: for $t = 1$ to $t_{\text{max}}$ do
6: $M^t = \text{CEU}(B, I^t, I^t \otimes K)$
7: $U^t = \text{LRU}(I^t)$
8: $\lambda^t, HS^{t+1} = \text{HPEU}(I^t, HS^t)$
9: $I^{t+1} = \text{CG}(B, I^t, U^t, M^t, K, \lambda^t, s_{\text{max}})$
10: end for

B, I, U, M are $B$, $I$, $U$, $M$ in their vectorized forms; $K$ is the toeplitz matrix of $K$ w.r.t. $I$; $0$ and $1$ denote the all-zero and all-one matrices.

Eq. (7) by iteratively updating the following equations:

$$\begin{align*}
U^t &= \arg\min_U \|I^t - U\|^2 + \mu R(U), \\
I^{t+1} &= \arg\min_I \|M^t \circ (B - I \otimes K)\|^2 + \lambda \|I^t - U^t\|^2.
\end{align*}$$

Eq. (8) is a typical denoising problem, and the results from [28, 29] show that CNN is a decent solver for this problem. In this paper, we use a learned regularization unit (i.e. LRU) to estimate the auxiliary variable $U$.

Note that though Eq. (9) is a quadratic problem, but it cannot be solved by fast Fourier transform (FFT) due to involving the Hadamard product operation. We thus use the conjugate-gradient (CG) for the optimization as shown in Algorithm 1. Meanwhile, the whole CG module is differentiable and can be treated as a layer in our framework. More details are included in the supplementary material.

Meanwhile, as a vital component of Eq. (9), the hyperparameter $\lambda$ serves to balance the importance of the fidelity and the penalty terms, which is sensitive to different noise levels and often demands exhaustive search in a large hyperparameter space. Further, the optimal setting of $\lambda$ often differs image-by-image. Instead of using the ad-hoc strategy, we propose to use a hyper-parameter estimation unit (i.e. HPEU) to determine $\lambda$ for every image during the updating stages. To utilize the information from the previous updating steps, we first store it in the hidden state (i.e. $HS$) tensor, and then we integrate $HS$ with the information from the updated latent image via a convGRU [11] to help the current hyper-parameter estimation.

2.2. Network design

The proposed network design is based on Eq. (5), (8) and (9). The inputs of our network include the blurry image and the corresponding blur kernel. We first conduct an initial CG-based deconvolution step with the hyper-parameter obtained from HPEU. In the following updating steps, we perform the hyper-parameter, confidence map and prior estimations via the corresponding networks (i.e. HPEU, CEU and LRU) given the current latent image. The updated latent image can be obtained with the updated $\lambda$, $M$ and $U$ by performing the deconvolution step. The detailed algorithm is shown in Algorithm 1.

CEU. Our confidence map estimation module is designed to obtain the confidence map $M$ in Eq. (5). We note that the obtaining process defined in [7] relies heavily on heuristic settings, such as predefined saturated densities and noise levels, which is less effective given images with different situations. We thus propose to use CEU to estimate $M$. This module uses the blurry image $B$, the current estimate $I^t$, and the convolution result $I^t \otimes K$ as inputs, and outputs a map $M^t$ ranging from 0 to 1. The network is constructed with three res-block [12], and each of the block contains two convolution layers to generate 16 features. We add a rectified linear unit (ReLU) after every convolution layer except for the last one for each block, and a sigmoid layer is attached in the end to estimate the final result.

LRU. The auxiliary variable $U^t$ from Eq. (8) can be obtained based on the current estimate $I^t$. Because there are still artifacts and noises present in $I^t$, in order to obtain a clearer $I^t$, we use LRU to remove the artifacts and noises. LRU takes $I^t$ as input and outputs $U^t$ that with fewer ringings and noises, which is implemented by a 3-scale lightweight U-net [23] model. Specifically, each scale in the U-net model is applied with two convolutions, and each convolution layer is attached with a ReLU layer. The features from the first to the last scale are 8, 16 and 32, respectively.

HPEU. Considering the high discrepancy of noise conditions in different images and the cumbersome work of man-
IHP-U takes the current image state (i.e., $H_S$) as inputs and estimates the updated $H_S$ and the hyper-parameter $\lambda$. Specifically, HPEU first convolvs $I^t$ to generate information which is further integrated with the information from $H_S$ by a convGRU [1]. The updated $H_S$ can be obtained during the integration process, and it is further used to acquire the hyper-parameter. In practice, we use $8$ convolution layers and an adaptive pooling layer to generate features, and we use a fully connected layer to obtain the final estimation.

Please refer to the supplementary material for detailed network configurations.

### 2.3. Training loss

Inspired by the settings in [28], we progressively train the weights of CEU and LRU for multiple iterations, and then we train HPEU by fixing CEU and LRU. The procedure is achieved by minimizing the loss function $\mathcal{L}$:

$$\mathcal{L} = \frac{1}{N} \sum_{t=0}^{t_{max}} \sum_{i=1}^{N} \left( \| U_i^t - I^t_i \|_1 + \| I^t_{i+1} - I^t_{i+1}^g \|_1 + \| I^t_i - I^t_i^g \|_1 \right),$$

where $N$ is the number of training samples in every batch; $U_i^t$ and $I^t_{i+1}$ are the output of LRU and the updated latent image in the $t$-th iteration; $I^t_i$ and $I^t_i^g$ are the final output of NBDN and the ground truth image, respectively. Specifically, for each updating step $t$, we firstly train LRU using the first term of $\mathcal{L}$ with $M$ fixed as $1$. Then, CEU is trained using the second term of $\mathcal{L}$ while the weights of LRU are fixed. Note in these steps, the hyper-parameters $\lambda$ are fixed as their initial settings using the same strategy from [28] (keeping $\lambda^{t+1}$ larger than $\lambda^t$). After LRU and CEU are both converged, HPEU is trained with both the weights of LRU and CEU fixed, and the training procedure is fulfilled by minimizing the last term of $\mathcal{L}$. All these networks are finetuned in the end using the last term of $\mathcal{L}$ to obtain the final optimal results.

### 3. Experimental Results

#### 3.1. Training details

Our implementation is based on PyTorch [21]. The patch size is set to be $256 \times 256$ in the proposed network. We use ADAM optimizer [14] by setting $\beta_1 = 0.9$, $\beta_2 = 0.999$, and $\epsilon = 10^{-8}$ with the learning rate $0.0001$. We use the weight initialization method in [11] as the proposed network initialization.

The number of iterations for NBDN (i.e., $t_{max}$ in Algorithm 1) is empirically set to be $4$ as a trade-off between accuracy and efficiency, and the maximum iteration numbers for the CG loops (i.e., $s_{max}$ in Algorithm 1) are empirically set to be $15$ across different updates.

**Datasets.** To generate enough blurry images for training, we download 500 night images from Flickr. For every image, we randomly crop 10 patches of size $256 \times 256$. The motion kernels are generated according to [2], and their sizes range from $11$ to $33$ pixels. Similar to [9], we convolve every image patch with 5 generated blur kernels, which gives a total of $25,000$ samples in our training dataset. To synthesize saturated regions, we first enlarge the range of both blurry and sharp images by a factor of $1.2$ same as the

![Figure 3: Deblurring results of a night blurry image. Some details are erased in the results from the optimization-based methods [7, 19, 9] and the end-to-end learning model SRN [24] (shown in the green and yellow boxes). The proposed method generates a result with finer details and fewer ringing artifacts compared to existing learning-based non-blind deblurring methods FCNN [28] and IRCNN [29] which are ineffective in dealing with saturated regions (shown in red boxes). Please zoom-in for a better view.](image-url)
<table>
<thead>
<tr>
<th>Methods</th>
<th>Total parameters (M)</th>
<th>Running time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cho et al. [7]</td>
<td>-</td>
<td>5.25 (CPU)</td>
</tr>
<tr>
<td>Pan et al. [19]</td>
<td>-</td>
<td>15.41 (CPU)</td>
</tr>
<tr>
<td>SRN [24]</td>
<td>21</td>
<td>0.37</td>
</tr>
<tr>
<td>FCNN [28]</td>
<td>0.45</td>
<td>0.13</td>
</tr>
<tr>
<td>IRCNN [29]</td>
<td>0.15</td>
<td>1.11</td>
</tr>
<tr>
<td>RGDN [10]</td>
<td>1.26</td>
<td>5.34</td>
</tr>
<tr>
<td>Ours</td>
<td>0.39</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Table 2: Model sizes and running time comparisons.

3.2. Comparisons with state-of-the-arts

In this paper, we compare our method with the robust optimization-based models [7, 19, 9] and some recent learning-based arts [28, 29, 10, 17]. Additionally, an end-to-end deep neural network SRN [24] is also compared to further validate the effectiveness of NBDN. For a fair comparison, we use the original implementations of these methods and fine-tune the networks of [28, 24] in our training dataset.

**Synthetic data.** We first evaluate all the methods in the given testing dataset in terms of average PSNR and SSIM. As shown in Table 1, NBDN outperforms exiting arts in both terms of PSNR and SSIM whether the images are restored with the ground truth kernels or estimated using the existing blind deblurring method [20]. The example given in Figure 3 demonstrates the differences between the compared approaches.

The end-to-end deblurring approach SRN [24] is fine-tuned using the proposed training data, but it achieves less effective results compared to others because of the lack of the blur kernel information and ignoring the degrading process. Note that the optimization-based methods [7, 19] explicitly exclude saturated pixels in their models. Thus, saturated regions can be recovered with few artifacts in their results. But these approaches use the sparse image prior which often leads to the loss of details in practice (as depicted in Figure 3 (c) and (d)). A similar result is reported for [9] in Figure 3 (b). In comparison, the learning-based arts [28, 29, 10] use more efficient learned priors to recover fine edges in most situations, and they achieve relatively better performance in terms of average PSNR and SSIM. However, saturated pixels are not specifically considered in their frameworks. As a result, their results are somewhat degraded with ringing artifacts in saturated regions (as shown in Figure 3 (f), (g), (h)). By considering the saturated regions and the learned image prior, the results from NBDN are hardly affected by the saturated pixels, where the sharp edges are also restored.

![Figure 4: Deblurring results of a real-world night blurry image. The kernel in the red rectangle in (a) is from the robust kernel estimation method [8]. The proposed method performs favorably compared with existing non-blind deblurring methods. Please zoom-in for a better view.](image-url)

<table>
<thead>
<tr>
<th>Methods</th>
<th>Total parameters (M)</th>
<th>Running time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cho et al. [7]</td>
<td>-</td>
<td>5.25 (CPU)</td>
</tr>
<tr>
<td>Pan et al. [19]</td>
<td>-</td>
<td>15.41 (CPU)</td>
</tr>
<tr>
<td>SRN [24]</td>
<td>21</td>
<td>0.37</td>
</tr>
<tr>
<td>FCNN [28]</td>
<td>0.45</td>
<td>0.13</td>
</tr>
<tr>
<td>IRCNN [29]</td>
<td>0.15</td>
<td>1.11</td>
</tr>
<tr>
<td>RGDN [10]</td>
<td>1.26</td>
<td>5.34</td>
</tr>
<tr>
<td>Ours</td>
<td>0.39</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Table 2: Model sizes and running time comparisons.
Meanwhile, we show that if ad-hoc NBDN in the blurry image disobey the blur model, CEU uses the blurry image to summarize total parameters from different models. In comparison, CEU uses the blurry image to generate a properer confidence map, which leads to fewer artifacts in the saturated regions.

Real data. We further show a challenging real-world example with saturation and noises and demonstrate the results in Figure 4. We use the robust kernel estimation method from [8] to obtain the blur kernel. Owing to the effectiveness of the learned prior, methods from [28, 29] can ease the blur to some extent, but their results still contain artifacts because saturated pixels are not properly handled in their models. Moreover, the optimization-based method [7] contains severe ringings in their final results. It is mainly because that the adopted sparse regularization term is ineffective when the noises are presented in the natural data, and artifacts around saturated regions cannot be properly handled because of the mislocation of the saturated regions. The end-to-end approach SRN [24] can hardly restore the blurry images when the blurring process is ignored. In contrast, NBDN can generate sharper images with fewer artifacts in the saturated regions.

Model sizes and running time comparisons. The proposed method does not require lots of parameters and performs favorably against other state-of-the-art methods in the term of running time. We compare with the existing approaches [7, 19; 28, 29, 10, 24] on the same PC with an Intel(R) Xeon(R) CPU and an Nvidia Tesla 1080 GPU. Table 2 summarizes total parameters from different models and the average running time in an image with a size of 300 × 300. NBDN conducts one of the fastest running time among the compared methods.

Table 3: Comparison on the test dataset w.r.t. different confidence map estimation methods.

<table>
<thead>
<tr>
<th>GT blur kernels</th>
<th>PSNR</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>M fixed as 1</td>
<td>29.36</td>
<td>0.9037</td>
</tr>
<tr>
<td>M from [7]</td>
<td>29.47</td>
<td>0.8930</td>
</tr>
<tr>
<td>ad-hoc M</td>
<td>29.45</td>
<td>0.9065</td>
</tr>
<tr>
<td>M from CEU</td>
<td>30.06</td>
<td>0.9065</td>
</tr>
</tbody>
</table>

Table 4: Comparison on the given test dataset with different hyper-parameter settings.

<table>
<thead>
<tr>
<th>GT blur kernels</th>
<th>PSNR</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>learned static λ from HPEU</td>
<td>28.45</td>
<td>0.8901</td>
</tr>
<tr>
<td>λ from HPEU</td>
<td>30.06</td>
<td>0.9065</td>
</tr>
</tbody>
</table>

4. Analysis and Discussions

4.1. Effectiveness of CEU

The confidence map $M$ plays an important role in our deblurring pipeline. As shown in Figure 5 (e), when NBDN is trained with all the confidence values in $M$ fixed as one, the saturated pixels will disturb the deblurring process, resulting in artifacts in the restored image. The work in [7] suggests a predefined function to compute $M$, which requires a heuristic guess of the density of saturated pixels, and the computed results rely heavily on the residual information (i.e. $B - I \otimes K$). However, Figure 5 (b) shows that this function often detects image edges, and the artifacts in the restored result can not be fully removed when we use this method to compute $M$ while training NBDN (Figure 5 (f)). Meanwhile, we show that if $M$ is defined in an ad-hoc strategy (pixels with values larger than a predefined threshold $^1$ in the blurry image disobey the blur model, and the corresponding confidence values are set to be zeros as shown in Figure 5 (c)), NBDN trained with this scheme also results in an image with artifacts in the saturated area (Figure 5 (g)). In comparison, CEU uses the blurry image

$^1$We use 0.85 for the threshold value in this setting.
and the updated latent image to guide the estimation. As shown in Figure 5 (d), pixels violate the blur model correspond to small values in the confidence map. Figure 5 (h) shows that NBDN restores a visually more pleasant result when $M$ is estimated from CEU. Quantitative evaluations of the four schemes on the test dataset are shown in Table 3, where $M$ from CEU leads to the best performance among the compared approaches when integrated into NBDN.

4.2. Effectiveness of HPEU

The proposed HPEU considers the varying noise levels and contexts in different images to generate dynamic hyper-parameters. Compared to [28] who learns static hyper-parameters, our method enables dynamic control of the strength of the regularization term when encountered different noise levels. We verify the effectiveness of HPEU by adding 0, 0.5% and 1% random noises to the clean images in the testing dataset and compare the estimated hyper-parameters. As shown in Figure 6, hyper-parameters are larger, which enlarges the denoising effect derived from the penalty term, when the blurry images are added with severer noises. This observation validates the significance of HPEU when the blurry images are with varying noises.

We further verify the effectiveness of HPEU by conducting an ablation study of the deblurring results on the given test dataset. Following the instruction in [28], we learn optimal hyper-parameter settings by replacing HPEU with learnable hyper-parameters $\lambda$ and retrain the weights of NBDN. Results from these two schemes are shown in Table 4, where results generated by the dynamic parameter setting (i.e. HPEU) outperform that by the learned static one.

4.3. Convergence analysis

We use 4 iterations for NBDN and 15 iterations for the CG loop in our setting. We quantitatively evaluate the convergence properties of our method on the given test dataset and show the results in Table 5 and 6. All the compared models are trained in the same way as we train the original implementation of NBDN.

Table 5 shows NBDN converges well after 4 iterations. The results do not change significantly after 3 iterations. Note that the 2-iteration network is different from the 2 iteration stage of the proposed four-iteration network.

Table 6 reports that NBDN does not generate better results when 20 iterations are used in the CG loop compared to the method using 15 iterations in the CG. Thus, we use 15 iterations for the CG loop as the trade-off between accuracy and speed.

5. Conclusion

In this paper, we propose a non-blind deblurring network for night blurry images. Our algorithm can incorporate the existing scheme that treat the deblurring process as iteratively denoising and deconvolution. To explicitly detect pixels that violate the convolution model during the deblurring process, we learn a confidence map that can determine influences to the optimization from every pixel. We have developed a hyper-parameter estimation unit to dynamically handle different noise levels, which does not require the ad-hoc strategies to determine the hyper-parameter value when handling each image. We have proposed a CG-based method which can be embedded in the deep CNNs for better image restoration. The experimental results demonstrate that the proposed approach achieves favorable performance against state-of-the-art deblurring methods.
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