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Abstract

With the growing use of camera devices, the industry

has many image datasets that provide more opportunities

for collaboration between the machine learning commu-

nity and industry. However, the sensitive information in

the datasets discourages data owners from releasing these

datasets. Despite recent research devoted to removing sen-

sitive information from images, they provide neither mean-

ingful privacy-utility trade-off nor provable privacy guar-

antees. In this study, with the consideration of the percep-

tual similarity, we propose perceptual indistinguishability

(PI) as a formal privacy notion particularly for images. We

also propose PI-Net, a privacy-preserving mechanism that

achieves image obfuscation with PI guarantee. Our study

shows that PI-Net achieves significantly better privacy util-

ity trade-off through public image data.

1. Introduction

More and more facial image datasets are becoming avail-
able in a wide variety of communities. The availability of
these datasets presents enormous opportunities for collabo-
ration between data owners and the machine learning com-
munity (e.g., social relation recognition [43]). However, the
inherent privacy risk of such datasets prevents data owners
from sharing the data. For example, Microsoft’s facial im-
age dataset MS-Celeb-1M, Duke’s MTMC, and Stanford’s
Brainwash were taken down due to the potential privacy
concern [30, 36].

Facial Image Obfuscation. Many facial image obfus-
cation (aka. face anonymization and face de-identification)
solutions have been proposed. An approach to mitigating
privacy risk of releasing facial images is to use Generative
Adversarial Networks (GANs) to synthesize visually sim-
ilar images [7, 25]. Recently, GANs that can manipulate
semantics have been proposed to even have a fine-grained
control of attributes such as age and gender [17, 37, 50].
Based on inpainting [28, 42, 52], one can also anonymize
the image, while retaining the facial semantics, by remov-
ing the region of interest (ROI) with sensitive semantics in
the image and restoring it. Image forgery methods such as

Deepfakes [45], if used to replace sensitive semantics, can
also mitigate privacy risks for identity disclosure [3, 15].

However, all of the above methods share a common
weakness of syntactic anonymity, or say, lack of formal
privacy guarantee. Recent studies report that obfuscated
faces can be re-identified through machine learning tech-
niques [33, 19, 35]. Even worse, the above methods are
not guaranteed to reach the analytical conclusions consis-
tent with the one derived from original images, after manip-
ulating semantics. To overcome the above two weaknesses,
one might resort to differential privacy (DP) [9], a rigorous
privacy notion with utility preservation. In particular, DP-
GANs [1, 6, 23, 46] shows a promising solution for both
the provable privacy and perceptual similarity of synthetic
images. Unfortunately, DP-GANs can only be shallow, be-
cause of its rapid noise accumulation, hindering model ac-
curacy. One can also apply DP to the image, leading to pix-
elation [10]. Consequently, the images generated in such a
way are of low quality.

Key Insights. Basically, anonymizing facial images,
while retaining necessary information for tasks such as de-
tection, recognition, and tracking is very challenging. No-
tably, our result is in possession of the following novelties.

First, based on metric privacy [5], we introduce percep-
tual indistinguishability (PI), a variant of DP with a par-
ticular consideration of perceptual similarity of the facial
images. More specifically, PI, while retaining perceptual
similarity, achieves the indistinguishability result that an ad-
versary, when seeing an anonymized image, can hardly in-
fer the original image, thereby protecting the privacy of the
image content. On the other hand, inherited from DP, PI
can also ensure high data utility (detection, classification,
tracking, etc.). As far as we know, this is the first time
perceptual similarity or more concretely, facial attributes,
is used to define an indistinguishability notion from the im-
age adjacency point of view in the context of DP, which
enables the reconciliation among privacy and utility. Al-
though facial attributes have been also exploited for face
de-identification [27, 51], in addition to relying on different
privacy notions, our study is different from theirs in that (1)
[27] needs pre-processing for face alignment and cropping
and (2) [51] learns privacy representation instead of releas-
ing private image dataset.
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Second, we introduce PI-Net, a novel encoder-decoder
architecture to achieve image obfuscation with PI. PI-Net
is featured by its operations in latent space and can also be
seen as a latent-coded autoencoder. In particular, we inject
noise to the latent code derived from GAN inversion. PI-
Net is also featured by the use of triplet loss that clusters the
faces with similar facial attributes. This novel architecture
enables the network to create anonymized images that look
realistic and satisfy user-defined facial attributes.

In summary, we make the following contributions:

• We present a notion for image privacy, perceptual in-
distinguishability (PI), defining adjacent images by the
perceptual similarity between images in latent space.

• We propose PI-Net to anonymize faces with the se-
lected semantic attributes manipulation. The architec-
ture of PI-Net generates realistic looking faces with the
selected attributes preservation.

2. Related work

Face Anonymization. Face anonymization has been
studied extensively. Straightforward methods such as pix-
elization, blurring, and masking obviously harm the visual
quality. Through the adversarial learning that uses the gen-
erator as an anonymizer to modify sensitive information and
the discriminator as a facial identifier, the trained genera-
tor can synthesize high-quality facial images with different
identities [38]. On the other hand, many GAN-based face
anonymization methods were proposed. For example, the
facial attributes of an image are modified via GANs such
that the distribution of facial attributes matches the desired
t-closeness in Anonymousnet [26, 27]. One can generate
faces via GAN such that the probability of a particular face
being re-identified is at most 1/k in k-same family of algo-
rithms [14, 24, 34]. DeepPrivacy [20] and CIAGAN [29]
are conditional GANs (CGANs), generating anonymized
images. The former is based on the surrounding of the
face and sparse pose information, while the latter relies on
an identity control discriminator. Gafni et al.’s proposal
[13] is an adversarial autoencoder, coupled with a trained
face-classifier. However, their anonymized images, while
successfully fooling the recognition system, are unlikely to
hide the identity of the presented faces.

Differentially Private Machine Learning. Model in-
version attack [12] aims to reconstruct the training dataset
by accessing or querying a model. Defenses against model
inversion include DP and adversarial learning [51]. Here,
we pay our attention only to DP-GAN [1, 6, 23, 46], as it
can generate synthetic images with reasonable data utility.
Since only the discriminator has access to the training data,
one cannot distinguish whether an individual training data
participated in training after injecting DP noise into the gra-
dients. Moreover, variants of DP (e.g., Renyi-DP [31]) and
different network structures (e.g., [46]) can be employed to
generate images with higher quality. The 1-Lipschitz prop-
erty of the Wasserstein distance is also helpful in determin-

ing clipping bounds in gradient sanitization, further improv-
ing image quality [6]. Unfortunately, DP-GANs use stan-
dard DP [9] to define image adjacency and only cares the
accuracy of the model fed by synthetic images. Therefore,
one can only expect low perceptual similarity between the
original and synthetic images, not to speak of the attribute
preservation.

Differentially Private Multimedia Analytics. There is
little attention to multimedia analytics with DP. Until re-
cently, the first study of defining image adjacency was pro-
posed [10]. More specifically, by treating an image as a
database, and by treating the features within the image (e.g.,
pixels) as database records, PixDP [10] defines image ad-
jacency with standard DP. DP noise injection in the pixel
domain obviously brings catastrophic consequence on im-
age quality, and so the follow-up method [11] defines image
adjacency based on the singular vectors of the SVD trans-
formed images. SVD-Priv [11] slightly improves the qual-
ity of anonymized images. In addition to images, DP can
also be applied to video in that video adjacency is defined
according to whether a sensitive visual element appears in
the video [48]. Unfortunately, as video adjacency is defined
in pixel domain, the video quality will be largely destroyed.

3. Preliminary

DP [9] provides a provable guarantee of privacy that can
be quantified and analyzed, and the adjacency is a critical
concept that defines the information to be hidden. Unfor-
tunately, applying DP, together with Laplace noise [9], to
images leads to unacceptable quality. In our work, inspired
by metric privacy [5], we define image adjacency as the dif-
ference in the high-level features learned by GANs; i.e., the
latent codes, used to capture changes in image semantics. In
other words, we attempt to find the best-suited latent code in
the latent space for a given image. Then, we give a clear se-
mantic definition of the latent space so that the semantics of
the image can be captured for privacy analysis. Below we
present formal definitions of the above terminologies that
will be used throughout this paper. The notations frequently
used in this paper are described in in Notation Table in the
Appendix.

Definition 3.1. (Semantic Space [40]) Suppose a semantic
scoring function defined as fS : I → S can evaluate each
image’s facial attribute components, such as old age, smil-
ing, where S ⊂ R

m is called the semantic space formed by
m facial attributes (In our case, for a semantic label s ∈ S ,
it is a binary vector with each entry indicating whether an
attribute exists or not), and I is the image space. Moreover,
given a well-trained GAN model, we denote a generator as
G : X → I, such that the latent space X ⊂ R

d can be
bridged with the semantic space S through s = fS(G(x)),
and so the semantic of the latent code x can be evaluated.

Definition 3.2. (GAN Inversion [2]) Given a trained GAN
model, the goal of GAN inversion is to find the most accu-
rate latent code x′ ∈ X to recover the input image I ∈ I.
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In our case, an optimization-based method is used to min-
imize the reconstruction error of the features between the
generated image and the given image by directly optimiz-
ing the latent code x′. We use F to denote the optimization
of this inversion: F : I → minx′ L = ‖I −G (x′)‖2 + α ·
‖V (I)− V (G (x′))‖2 where V is the VGG16 [41].

Definition 3.3. (dX -Privacy [5]) A randomized mecha-
nism K : X → P(Z) satisfies dX -privacy, iff ∀x, x′ ∈ X :

K(x)(Z) ≤ edX (x,x′)K (x′) (Z), ∀Z ∈ FZ , (1)

where dX is a distance metric for X , Z ⊆ X is a set of
query outcomes over X , FZ is a σ-algebra over Z , and
P(Z) is the set of probability measures over Z .

Here, metric privacy [5] generalizes DP to protect secrets
in an arbitrary domain X . Essentially, based on a distance
metric dX , K ensures a level of indistinguishability propor-
tional to the distance. An adversary observing the outputs
(e.g., Z) can hardly infer the exact input.

Definition 3.4. (∆-Sensitivity [5]) A deterministic func-
tion f : X → Y is ∆-sensitive with respect to dx and dy
iff dy (f(x), f (x′)) ≤ ∆dx (x, x

′) for all x, x′ ∈ X . The
smallest ∆ is called the sensitivity of f with respect to dx
and dy .

Definition 3.5. (∆dX -Privacy [5]) Assume that f is ∆-
sensitive with respect to dx and dy , and the mechanism H
satisfies dY -privacy. Then, the mechanism M : X → P(Z)
defined as M(x) = (H ◦ f)(x) satisfies ∆dX -privacy,
where ◦ is the composition operator.

4. Our Solution: PI-Net

In this section, we detail our image obfuscation mech-
anism based on perceptual distance. First, we formalize
our proposed privacy notion, perceptual indistinguishability
(PI). Then, we describe our proposed semantic transforma-
tion for manipulating the chosen facial attributes. Finally,
we illustrate the mechanism used to obfuscate the identifi-
able information on the face.

4.1. Privacy Formulation

Standard DP [9] has been a de facto standard for data
privacy, and widely used to protect the privacy of tabular
(non-multimedia) data. Nevertheless, tabular data (com-
posed of records) intrinsically are different from multime-
dia data (composed of low-level features like pixels or com-
posed of high-level features like semantic features). Thus,
standard DP is not applicable to privacy protection of mul-
timedia, and a privacy notion for multimedia is desirable.

In an image, there are many facial attributes that can be
captured by latent codes learned from GANs. For these la-
tent codes that can correctly represent attributes, an inter-
pretation is that they correctly learn the semantic informa-
tion embedded in the image and have the corresponding se-
mantic scores. We are particularly interested in semantic in-
formation that can also be used to represent an individual’s

identity. Studies in semantic editing [2, 40] have concluded
that the semantics captured in the latent code are related
to individual identity and can be used to change the iden-
tity of the individual visually. Therefore, one can expect
a properly-designed distance function that can measure the
disimilarity between latent codes, and use it to protect an
individual identity.

Definition 4.1. (Perceptual Distance) Given a well-trained
GAN model, the Euclidean distance ρ(x, x′) between two
latent codes x and x′ is called the perceptual distance, where
x, x′ ∈ X , and X is latent space learned in GANs.

Perceptual distance is a metric for measuring percep-
tual similarity between images. Studies [13, 22, 51] have
proposed a variety of definitions for perceptual distance,
with an attempt to improve image quality or privacy pro-
tection. Despite no standardized definition for perceptual
distance, they all can be seen as a distance between high-
level features learned from neural networks. In our work,
we adopt Euclidean distance between latent codes learned
from GANs model as the perceptual distance. There are
two reasons behind such a design choice. The first comes
with the constraint that the distance in metric privacy is re-
quired to satisfy the triangular inequality. Second, as the
latent space of GAN models has arithmetic properties [40],
our use of Euclidean distances, together with a proper noise
injection, suffices to alter individual identities.

In the following, we use the dX -privacy in Definition 3.3
to formulate a notion of privacy based on perceptual dis-
tance. In our consideration, privacy is proportional to se-
mantic information; i.e., images that are semantically sim-
ilar are more indistinguishable from each other, and thus
have a higher probability of generating the same obfuscated
output. Following the above principle, we define the image
adjacency and privacy notion below.

Definition 4.2. (Adjacent images) Two facial images are
adjacent, if the perceptual distance between the correspond-
ing latent codes ρ(x, x′) ≤ β. As β goes smaller, two faces
will have more similar facial attributes, while the identities
will also be similar.

Definition 4.3. (ǫ-Perceptual Indistinguishability) A ran-
domized mechanism K satisfies ǫ-Perceptual Indistin-
guishability (ǫ-PI) if ∀x, x′ ∈ X that are adjacent :

ln

∣

∣

∣

∣

K(x)(Z)

K(x′)(Z)

∣

∣

∣

∣

≤ ǫρ(x, x′), (2)

where K(x)(Z) is the probability that the obfuscated latent
code belongs to the set Z ⊆ X when the original latent code
is x, and K(x) is the probability distribution over X .

An interpretation of Definition 4.3 is that the closer the
perceptual distance between the latent codes (the more simi-
lar the semantic information measured), the closer the prob-
ability of producing the same obfuscated output, thus mak-
ing it more difficult for an adversary to distinguish between
true codes.
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Figure 1. PI-Net: (Left dash-dot block) GAN inversion, (Middle dash-dot block) Encoding network, and (Right dash-dot block) Decoding
network and GAN. The mechanism H is not required during training. The X space and Y space are visualized with t-SNE [47].

4.2. Training PI­Net

An ideal facial image obfuscation would obfuscate the
latent code’s identifiable information without interfering
with other facial attributes. Nevertheless, studies [2, 40]
have observed that facial attributes are entangled in the la-
tent codes learned from GANs. Consequently, adding noise
directly to the latent codes will also interfere with the facial
attributes we desire to preserve, resulting in the poor utility
of the obfuscated images. For example, the two attributes of
“old age” and “wearing glasses” are entangled in the latent
code. When we desire to preserve the “wearing glasses”
attribute, but once the noise is added to the “old age”, the
“wearing glasses” attribute is changed by the unwanted in-
terference.

Transform. We propose a transformation framework
that can cluster the attribute information we desire to pre-
serve from the entangled latent space, allowing the mech-
anism to determine the strength of the obfuscation without
interference with other attributes for better data utility.

The overall architecture is shown in Figure 1, and can
be separated into three components: (1) GAN inversion, (2)
Encoding network, and (3) Decoding network and GAN.
The operation path is as follows: First, the image I ∈ I is
inverted to an appropriate code x in the latent space X by
Definition 3.2. The next step is to cluster the codes with the
same specified facial attributes through the encoding net-
work f , which serves as a transformation. In the last step,
the transformed code in the Y space is mapped back to a la-
tent space X using the decoding network h, and can then be
handed over to the generator G for image synthesis. Note
that mechanism H presented in Figure 1 is not required in
the training procedure and will be described in Section 4.3.

The key idea is that, given a semantic defined in Defi-
nition 3.1 and the specified attributes to be preserved, the
transformed codes y = f(x) with the same specified at-
tributes should be close to each other, and the other trans-
formed codes should be far from each other, as illustrated
in Figure 1. As the transformed codes have been clus-
tered by the specified attributes, each transformed code
is surrounded by other codes with the same specified at-
tributes. As a consequence, adding noise from the distribu-

tion (H ◦ f)(x) results in a code that preserves the same
attributes but changes its identity.

Triplet Training. When training the encoding network
f , we use the triplet loss shown in Equation 3 as:

Ltriplet(x, θ) =

N
∑

i=1

||fθ(xa
i )− fθ(x

p
i )||22

−||fθ(xa
i )− fθ(x

n
i )||22 + µ.

(3)

In the triplet loss training, given a semantic formed by m
attributes, a triplet (xa

i , x
p
i , x

n
i ) contains two latent codes of

the same specified attributes, called anchor xa
i and positive

sample xp
i , and a third latent code must be from different

attributes, called negative sample xn
i . The triplet loss func-

tion requires the anchor point xa
i to be closer to the positive

sample xp
i than the negative sample xn

i , and µ is a threshold
that encourages the negative sample to be further away from
the anchor point than the positive sample.

Then, we need to map the code in the space Y back to the
latent space X as close as possible, allowing the generator
to synthesize similar images. Thus, we train a decoding
network hω by using Equation 4 as:

Lrecon(x, ω) =

N
∑

i=1

||xi − hω(fθ(xi))||2, (4)

which requires that the transformed code hω(fθ(xi)) must
be similar to the original code x.

Finally, since triplet loss only considers the clustering of
codes with the same specified attributes, irrelevant to clas-
sification results. Therefore, we additionally penalize mis-
classification by the cross entropy loss that is defined as:

Lce(x, θ, ω) = −
N
∑

i=1

si log (fA (hω (fθ (xi)))) , (5)

where fA is the trained attribute classification model, and
si ∈ R

m is the corresponding correct semantic, which is a
vector formed by m binary attributes.

The above neural network training procedures are sum-
marized in Algorithm 1.
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Algorithm 1 Training PI-Net

Input:

Images: I = {I1, ..., IN}
Semantic space: S = {s1, ..., sN}, where si ∈ R

m

Learning rate: α, β.
Output:

Model weights: θ, ω

1: D = {(I1, s1), ..., (IN , sN )}
2: for Ii in I do

3: Invert the image Ii to get the latent code xi

using xi = F (Ii) and F in Definition 3.2
4: end for

5: while not done do

6: Shuffle {(x1, s1), . . . , (xN , sN )} ⊆ D
7: Split the shuffled dataset D to get batches B1,...,m

8: for Bi in B1...m do

9: bi = |Bi|
10: Get bi datapoints (x1, s1), ..., (xbi , sbi) ∈ Bi

11: Evaluate ∇θLtriplet and ∇θLce using Bi

and Ltriplet, Lce in Equations 3 and 5
12: Update θ ← θ − α(∇θLtriplet +∇θLce)
13: Evaluate ∇ωLrecon using Bi

and Lrecon in Equation 4
14: Update ω ← ω − β∇ωLrecon

15: end for

16: end while

4.3. Image Obfuscation via PI­Net

As training PI-Net does not involve noise injection
mechanism H , this section clarifies three issues during im-
age obfuscation: (1) How to privatize f? (2) How to guar-
antee PI? and (3) The design of noise injection mechanism
H .

How to Privatize f . As shown in Figure 1, when the
data owner wants to share the images by a trained PI-Net,
the latent codes x are transformed through the encoding net-
work f : X → Y for high data utility. To obtain a trans-
formed code from f , one can define M(x) = (H ◦ f)(x),
where M : X → P(Y) and H : Y → P(Y). Here,
the noise injection mechanism H will be described later in
Equation 6, which assigns a noise sampling from a partic-
ular distribution to the transformed code y, so as to satisfy
dY -privacy (see more details later). The dY -privacy, whose
interpretation of dY -privacy is the same as Definition 3.3
but on a different metric space, ensures that the level of pri-
vacy provided by H is proportional to the metric dY on the
Y space. Note that in the framework of metric privacy, we
can express the privacy of the “mechanism” itself in its own
space, without the need to consider the deterministic func-
tion or ∆-sensitivity.

How to Guarantee PI. When H satisfies dY -privacy,
M can be proven to achieve ∆dX -privacy through ∆-
sensitivity, where X denotes the space of defining the per-
ceptual distance, according to Definition 3.5. The calcula-

tion of ∆-sensitivity is shown below. Based on Definition
3.5, ∆-sensitivity, and dY -privacy, we can prove that the
mechanism M satisfies ǫ-PI in Definition 4.3. The detailed
proof is omitted here (Please see Appendix.).

In particular, the ∆-sensitivity in Definition 3.4 is also
known as the Lipschitz continuity. Although the neural net-
work can add constraints such as spectral normalization or
gradient penalty in the training phase to achieve Lipschitz
continuity [16, 32], these methods are not applicable to
our case, where each cluster requires its own ∆-sensitivity.
More specifically, as the encoding network f will gener-
ate clusters according to the number of specified attributes,
we need to calculate each cluster’s ∆-sensitivity separately.
Assume there are J clusters in Y space. In order to bound
the sensitivity of encoding network f on code xj that be-
longs to j-th cluster, j = 1, .., J , we clip the vector gj

by gj/max (1, ‖gj‖/Cj) to ensure ‖gj‖2 ≤ Cj , where

gj = f(xj) − f(x′
j) ∈ R

k, and Cj = ∆‖xj − x′
j‖2 ∈ R

is the perceptual distance. This clipping step is also used in
DP-GANs [1, 6, 46].

Generating Noise in H . Our mechanism H in Figure
1 follows the method [11] proposed for sampling on the
hypersphere. In a k-dimensional space Y , the mechanism
H = Dǫ,k samples y given y0 according to the probability
density function defined as:

Dǫ,k (y0
) (y) = Cǫ,ke

−ǫ·dY(y
0
,y), (6)

where dY is the k-dimensional Euclidean distance, and

Cǫ,k =
1

2

(

ǫ√
π

)k
(

k
2 − 1

)

!

(k − 1)!
. (7)

Equation 6 is a variant of the multivariate Laplace mecha-
nism that satisfies dY -privacy, which means that the level of
indistinguishability provided by the mechanism H is pro-
portional to the k-dimensional Euclidean distance. The
same way to measure privacy using metrics can also be seen
in the Definition 3.3, and the mechanism H ◦f satisfies ǫ-PI
in Definition 4.3, as we prove in the Appendix.

Sampling according to Equation 6 can be achieved as
follows. We first convert the Cartesian coordinates of y to
the hyper-spherical coordinate system with y0 at the origin,
resulting in 1 radial coordinate and k − 1 angular coordi-
nates. Then, combined with the formula for n-sphere sur-
face area, we can deduce that the marginal probability of ra-

dial is the gamma-beta distribution f(x) = βα

Γ(α)x
α−1e−βx,

where the shape α corresponds to dimension k, the ratio
β corresponds to ǫ, and the variable x corresponds to the
radial r. Two steps are taken next: (1) Sampling radial co-
ordinates according to marginal distributions, i.e., gamma-
beta distribution. (2) Uniformly sample a point on the unit
(k − 1)-sphere. Since the radial and angle are independent
of each other, multiplying the results of (1) and (2) gives the
sampled noise.
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5. Experiments

In this section, we first describe the experimental set-
tings. After that, we visually compare the obfuscated im-
ages between PI-Net and other DP-based methods. At the
end, we perform the evaluation of PI-Net in terms of image
quality, attribute re-classification accuracy, and trade-off be-
tween privacy and utility.

5.1. Experimental Setting

Here, we describe the proposed network model of our
method and the datasets used in the experiments.

Network Architecture. Our proposed PI-Net is com-
posed of three components, including (1) GAN inversion,
(2) autoencoder, and (3) generator in trained GANs, as illus-
trated in Figure 1. The GAN inversion has shown in Defini-
tion 3.2, and the autoencoder is composed of the fully con-
nected layers and the ReLU activation function. As PI-Net
is independent of specific GAN models, we have freedom
to employ arbitrary GANs as the generator. In our exper-
iment, we used the generator of StyleGAN [25] in PI-Net,
and set StyleGAN’s W space as PI-Net’s latent space X .
The reason behind such a design choice is that StyleGAN
has been studied to be effective in capturing high-level fea-
tures such as age, smiling and other facial attributes [2, 40].
Moreover, the dataset used for training our PI-Net is also
the synthetic images that generated by StyleGAN. The fol-
lowing describes the dataset used in our evaluations.

Training Dataset. Based on a pre-trained StyleGAN
model, we randomly sampled and synthesized 50K images
from the latent space. There are two reasons of adopting
this way to generate synthetic dataset: (1) To collect suffi-
cient samples of specific facial attributes to avoid bias from
the unbalanced dataset, and (2) To avoid the use of GAN
inversion for latent code calculation of real images, saving
a considerable amount of time in building the dataset. In
our training dataset generation, since the randomly selected
latent codes do not have face attribute labels, we used the
CelebA [53] to train the attribute prediction model based on
ResNet-50 [21] to assign attribute labels to each sampled la-
tent code. Meanwhile, to avoid assigning false face labels,
we added only the selected samples with sufficiently high
confidence levels to the training dataset.

Testing Dataset. We used CelebA to evaluate the per-
formance of our trained PI-Net. CelebA has facial attribute
data from more than 200K celebrity images, with different
celebrity identities labeled in the dataset, and each celebrity
image has 40 binary attributes. It has been widely used
for different computer vision tasks, including face detec-
tion, face recognition, and attribute prediction. In our ex-
periments, we used the celebrity identities provided by the
dataset and the corresponding binary attributes to evaluate
our privacy protection and data utility.

5.2. Visualization

We show the visualization results obtained from PI-Net
and compare our results with the ones derived from PixDP

Figure 2. Example images and the corresponding obfuscated re-
sults. From left to right, the first column represents original im-
ages. PixDP [10] (2nd column), SVD-Priv [11] (3rd column),
and PI-Net (4th column) obfuscate low-level feature (pixels), mid-
level feature (geometric structures), and high-level feature (image
semantics), respectively. To better observe the shape of faces, we
actually used less noises on PixDP and SVD-Priv than PI-Net.

[10] and SVD-Priv [11]. We particularly note that only
PixDP and SVD-Priv were chosen for comparison because
they are the solutions that provide formal privacy. As can
seen from Figure 2, PI-Net generates obfuscated images
that have much better realistic-looking.

The visual difference among PI-Net, PixDP, and SVD-
Priv can be attributed to three factors. (1) PixDP de-
fines the indistinguishability of identifiable features on the
pixel space in a straighforward manner. Consequently, af-
ter adding DP noise, the image will be mostly pixelated,
resulting in pessimistic image quality. (2) SVD-Priv de-
fines the indistinguishability on the singular value space.
Since the singular value of an image determines its geo-
metric structure, obfuscating the singular value will inter-
fere with the overall geometry structure of the image. (3)
PI-Net defines the indistinguishability on the high-level fea-
ture space, learned from neural networks. As high-level fea-
tures can capture abstract features such as image semantics,
compared to the mid-level and lower-level features such as
geometric structures and pixels, image quality will not be
dramatically degraded after obfuscation.

5.3. Evaluation

In addition to its formal privacy guarantee from PI, PI-
Net was also evaluated empirically in terms of (1) qual-
ity of the obfuscated image, (2) accuracy of attribute re-
classification, and (3) trade-off between privacy and utility.
First, quality of the obfuscated image is used to measure
the similarity degradation between the resultant privacy-
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protected image and its original one in terms of Frechet In-
ception Distance (FID) [18] and Structural Similarity Image
Measurement (SSIM) [49]. Second, accuracy of attribute
re-classification is used to verify if the attributes, intended
to be preserved, can be retained well. We used a pre-trained
attribute prediction model based on ResNet-50 [21] to ex-
tract the attributes and calculate the attribute preservation
ratio, which is defined as the number of privacy-protected
images whose attributes are re-classified correctly divided
by the number of total outputs. Third, we examined the
trade-off between privacy and utility of PI-Net, where pri-
vacy is measured in terms of face recognition via pre-trained
FaceNet [39] based on Inception-Resnet backbone [44] in
that low recognition rate implies high privacy, and utility is
measured in terms of face detection.

Quality of The Obfuscated Image. We can see from
Table 1 that PI-Net yields the lowest FID and highest SSIM
when compared with PixDP [10] and SVD-Priv [11]. The
above FID and SSIM results are also consistent with Figure
2, where PI-Net generates visually pleasing images.

SSIM FID

ǫ 0.1 0.5 1.0 0.1 0.5 1.0

PixDP 0.01 0.02 0.03 445 445 442

SVD-Priv 0.07 0.21 0.31 333 271 250

PI-Net 0.29 0.35 0.37 61 59 59

Table 1. Image quality (higher SSIM and lower FID implies better
image quality) vs. privacy budget (lower ǫ implies better privacy).

Accuracy of Attribute Re-Classification. Figure 3
shows the attribute preservation ratios under different pri-
vacy budgets ǫ and different numbers of attributes to be pre-
served. The face attributes that are specified to be preserved
are depicted in Table 2. The red, blue, and green curves in
Figure 3 denote the results for retaining two-attribute, three-
attribute, and four-attributes, respectively. The solid curves
were generated using the triplet and cross-entropy loss func-
tions but the dash curves were not. Such an ablation study
shows that the use of triplet and cross-entropy loss indeed
helps in retaining the desired facial attributes.

Preserved face semantic

2 attributes Young, Smiling

3 attributes Young, Smiling, HeavyMakeup

4 attributes Young, Smiling, HeavyMakeup
HighCheekbones

Table 2. Three cases of attributes selected to be preserved.

Moreover, it is worth mentioning that the attribute
preservation ratio is not 100% due to the following two
reasons. We used the attribute “Smiling” as an example

Figure 3. Attribute preservation ratio vs. privacy budget ǫ

with/without triplet (TRI) and cross-entropy (CE) losses.

in four-attributes setting for the following discussions. As
shown in Figure 4(a), the original image possesses the at-
tribute “non-Smiling”, and this attribute is desired to be
preserved after applying PI-Net. We can visually see from
Figure 4(b) that the privacy-protected image still has the at-
tribute “non-Smiling”. We find that both the original and
privacy-protected images belong to the same cluster in the
Y space. However, the specified attribute in Figure 4(b) is
inaccurately predicted to be “Smiling” due to attribute pre-
diction for attribute label assignment.

On the other hand, the original attribute “non-Smiling”
has been changed in the resultant privacy-protected image
in Figure 4(c), which possesses “Smiling”. The reason of
failing to retain the desired attribute comes from the map-
ping error from the space Y to the latent space X .

(a) (b) (c)

Figure 4. Reasons of failing to preserve desired attributes perfectly.
(a) Original image with attribute “non-Smiling” ; (b) Privacy pro-
tected image with the attribute“non-Smiling” but is predicted to be
“Smiling”; (c) Privacy protected image with the attribute “Smil-
ing” due to erroneous mapping to the latent space.

Ablation Study on Loss Functions. Figure 5 illustrates
how the triplet loss in the PI-Net enables the obfuscated im-
age to be re-classified correctly for face attributes. The re-
sults in the top row were obtained in PI-Net by removing the
triplet loss and keeping only the MSE loss, whereas those
in the bottom row were generated using both the triplet and
cross-entropy loss functions.

It can be observed from Figures 5(d)-5(f) that because
the triplet loss brings transformed codes with the same se-
mantics close enough, the facial attributes do not deviate
significantly after image obfuscation. Therefore, the speci-
fied facial attributes of the obfuscated images can be identi-
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cal to those of the corresponding original ones. On the con-
trary, for the model that only uses MSE as the loss function,
the distribution of transformed codes, as shown in Figures
5(a)-5(c), becomes chaotic without forming clusters.

Furthermore, it is worth noting that some clusters cannot
be visualized because they contain too few points. This is
due to some combinations of attributes being almost non-
existent. For example, Figure 5(f) specifies that four binary
attributes should be preserved, but only seven clusters ap-
pear. The reason behind this is that some clusters are empty.

(a) 2 attributes+MSE (b) 3 attributes+MSE (c) 4 attributes+MSE

(d) 2 attrib.+TRI+CE (e) 3 attrib.+TRI+CE (f) 4 attrib.+TRI+CE

Figure 5. Visualizing the distribution of the transformed codes
with t-SNE [47]. (a)/(b)/(c) correspond to the latent code distri-
bution with 2/3/4 attributes under the use of MSE as loss function.
(d)/(e)/(f) correspond to the latent code distribution with 2/3/4 at-
tributes under the use of triplet and cross-entropy loss functions.

Trade-off between Privacy and Utility. Ideally, PI-Net
only obfuscates the identifiable features, while preserving
the integrity of multiple face attributes. However, due to
the factors such as the noise scale introduced by PI and the
imperfection of attribute clustering, PI-Net might generate
the images with distortion on the attributes not selected by
the user. Following [29], we also examined two important
capabilities that an anonymization method should have, i.e.,

high detection rate and low identification rate.

Figure 6. Re-identification ratio vs. privacy budget ǫ with/without
triplet (TRI) and cross-entropy (CE) losses.

First, we show the trade-off between privacy and
face recognition in Figure 6. We used FaceNet based
on Inception-Resnet backbone as our recognition model,
which is released from OpenFace [4]. One can make the
following two observations: (1) The more attributes that are
preserved, the higher the percentage of obfuscated images
that are re-identified, which means that fewer identifiable
features are obfuscated. (2) The use of the triplet loss func-
tion and cross-entropy will increase the percentage of ob-
fuscated images that are re-identified. This is caused by the
preservation of more attributes, and therefore fewer iden-
tifiable features are available for obfuscation. To show the
ability of privacy protection, the cosine similarity of Facenet
embeddings could present the familiarity between origin
and after protection image. Second, we examined the face
detection rate of PI-Net. The results show that, unlike the
conventional pixelization and blurring techniques (see Fig-
ure 2 in [29]), the detection rates using HOG [8] of PI-Net
are almost 100%, meaning that the face structure is main-
tained very well. We also find that the use of triplet and
cross-entropy loss functions only sacrifices negligible de-
tections. When compared with PixDP [10] and SVD-Priv
[11], Table 3 shows that these two methods fail to preserve
face image quality effectively, their face detection rates are
remarkably lower than ours under different settings of pri-
vacy budgets.

ǫ = 0.1 ǫ = 0.3 ǫ = 0.5 ǫ = 1.0

PixDP 0.00 0.00 0.00 0.00

SVD-Priv 0.11 0.18 0.25 0.39

PI-Net 0.99 1.00 1.00 1.00

Table 3. Face detection rate (higher rate implies better preservation
of a face in obfuscated image) vs. privacy budget (lower ǫ implies
better privacy)

6. Conclusion

In this paper, we have proposed Perceptual
Indistinguishability-Net (PI-Net) to study how differ-
ential privacy (DP) can be employed for facial image
obfuscation while maintaining certain utility. In PI-Net,
perceptual indistinguishability is presented to define the
adjacency between images in the latent space for injecting
noises to achieve obfuscation, and facial semantic attributes
are manipulated to generate realistic looking faces. Experi-
mental results demonstrate that our method can satisfy the
trade-off between privacy and utility. To our knowledge,
we are first to introduce perceptual similarity to define
image indistinguishability in the context of DP.
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