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Abstract

Attention has been an important mechanism for both humans and computer vision systems. While state-of-the-art models to predict attention focus on estimating a static probabilistic saliency map with free-viewing behavior, real-life scenarios are filled with tasks of varying types and complexities, and visual exploration is a temporal process that contributes to task performance. To bridge the gap, we conduct a first study to understand and predict the temporal sequences of eye fixations (a.k.a. scanpaths) during performing general tasks, and examine how scanpaths affect task performance. We present a new deep reinforcement learning method to predict scanpaths leading to different performances in visual question answering. Conditioned on a task guidance map, the proposed model learns question-specific attention patterns to generate scanpaths. It addresses the exposure bias in scanpath prediction with self-critical sequence training and designs a Consistency-Divergence loss to generate distinguishable scanpaths between correct and incorrect answers. The proposed model not only accurately predicts the spatio-temporal patterns of human behavior in visual question answering, such as fixation position, duration, and order, but also generalizes to free-viewing and visual search tasks, achieving human-level performance in all tasks and significantly outperforming the state of the art.

1. Introduction

Visual attention plays an essential role in everyday tasks. While existing works focus on stimulus-driven attention with free-viewing behavior, underlying daily tasks is another form of attention, i.e., task-driven attention, that selects task-relevant information to make a decision or to accomplish a task. Besides, beyond the static saliency map that highlights the relative importance of a visual input, temporal sequences of eye fixations encode a more comprehensive and natural representation of attention. Understanding and predicting visual scanpaths in general tasks will not only shed light on the decision-making process but also be a useful tool for a variety of computer vision applications.

Figure 1. Visual scanpaths of humans can reveal their decision-making strategies and explain their performance. Those who pay attention to relevant visual cues can achieve high levels of task performance. This example compares the scanpaths of people who succeed or fail to answer a question, where the dots represent fixations. The number and radius indicate the fixation order and duration, respectively. The blue and red dots indicate the beginning and the end of the scanpath, respectively.

Task-driven visual scanpaths reflect the visual exploration to accomplish the task, which also strongly correlates with task performance. As an example (Fig. 1), to answer the question “Is the vase the same color as the scarf?” while exploring the scene, humans need to actively explore the scene and search for the vase and the scarf. While looking at the right places at the right time would usually lead to correct answers (Fig. 1, middle), failing to do so may result in incorrect answers (Fig. 1, right).

As a step toward understanding and modeling general task-driven attention, we propose a novel deep reinforcement learning method leveraging task guidance as an important modality to predict the visual exploration behavior of humans performing general tasks. We first introduce a task guidance map to specify task-relevant image regions. The map is designed and demonstrated to generalize across tasks. To address the exposure bias that arises between training- and test-time contexts, we introduce a reinforcement learning method that directly optimizes non-differentiable test-time evaluation metrics [14]. To differentiate eye-movement patterns that lead to different perfor-
manances, we further introduce a novel loss function to account for the consistency and divergence between correct and incorrect scanpaths.

Our work has three distinctions from previous scanpath prediction studies: (1) While state-of-the-art scanpath prediction studies focus on free-viewing [4, 5, 13, 40] or well-structured tasks such as visual search [52], this paper for the first time studies the complex scanpath patterns in general decision-making tasks, and investigates the correlation of scanpaths and performances in this context. (2) Scanpath prediction has not been as popular (compared with saliency prediction) or achieved excellent performance (compared with humans), partly due to the exposure bias – the discrepancy between training-time and test-time contexts. Here we close the gap using self-critical sequence training in the reinforcement learning method, leading to significantly boosted performance that is better than humans. (3) We go beyond a single task and design a new mechanism to encode general task-relevant information that is easily adaptable to other tasks with varying nature and levels of complexity. The proposed method has been demonstrated by three tasks with human-level performance.

In sum, this work makes the following contributions:
1. We develop a deep reinforcement learning model to understand and predict scanpaths in the general task-driven context with visual question answering (VQA). Task performance is for the first time taken into account to predict scanpaths.
2. We propose to explicitly integrate attention maps from task-specific deep neural network models, allowing the encoding of task-relevant information as well as providing an alternative to measure the interpretability of task-specific models through analyzing model vs. human attention.
3. To address the discrepancy between training and testing that may have limited the development of scanpath prediction methods, we apply self-critical sequence training to directly optimize non-differentiable evaluation metrics. We further introduce a novel loss function to learn discriminative features and differentiate correct and incorrect scanpaths.
4. The proposed method significantly outperforms the state-of-the-art and shows human-level performance on three tasks: VQA, free-viewing, and visual search, demonstrating the generalizability of the method.

2. Related Work

Scanpath prediction. To precisely predict where humans look is not trivial, as eye movements are governed by several confounding factors [9]. Existing attention models either generate a saliency map where fixations can be sampled based on probability distribution and a winner-take-all strategy [11, 24, 25, 26, 45], or predict a sequence of fixations by modeling their spatio-temporal complexity [4, 5, 8, 13, 22, 31, 34, 40, 41, 43, 46, 47, 49]. Our work is mostly related to the recent studies of task-driven attention [52]. Instead of studying structured vision tasks such as visual search [52], we aim to address a broader scope of general tasks. We use VQA as an example due to its generality and complexity, while further demonstrating the generalizability and flexibility of our method by adapting it for other tasks with various levels of complexity. To the best of our knowledge, our method is the first scanpath prediction method that successfully predicts human eye-movement behavior in the VQA task, and we further take the correctness of answers into account. Our model not only approaches human-level accuracy in the VQA task but is also highly generalizable across different tasks and datasets.

Human and machine attention in VQA. A unique characteristic of our work is the explicit integration of machine attention in the prediction of human scanpaths. With the rapid development of deep neural networks, the attention mechanism has become an essential component for improving the performance and explainability of VQA models [12, 28, 44]. However, due to their intrinsic differences, machine attention disagrees with human attention in many cases [44]. To study the relationship between human attention and machine attention, Chen et al. [12] and Jiang et al. [28] have developed datasets and computational methods to measure, model, and comparatively analyze the attention maps of humans and VQA models. While these analyses focus on the spatial difference of attention between correct and incorrect answers, our method generates individual fixations to study how people maintain and shift their attention which also encodes temporal information such as durations and orders. With the explicit incorporation of machine attention, our method also provides an alternative to measure the interpretability of VQA models based on their effectiveness in guiding scanpath prediction.

Reinforcement learning in attention prediction. A plausible approach to human attention prediction is reinforcement learning [27, 35, 36]. Early studies consider selective attention as a Markov decision process [6, 42] that can be optimized using policy iteration and a predefined reward function [27, 35, 36]. Recent scanpath prediction methods [33, 51, 52] adopt inverse reinforcement learning [1, 3] to automatically learn the unknown reward function from humans’ eye-movement behavior. Although these methods are promising, there is still a significant performance gap between scanpath prediction models and humans. We hypothesize that the performance gap is mainly caused by the exposure bias that commonly exists in sequence prediction tasks [38]. Exposure bias indicates the contextual discrepancy between the training and test settings. In scanpath prediction studies, many evaluation metrics are based on non-differentiable sequence comparison algorithms. Thus
most computational methods are only able to use conventional cross-entropy or saliency evaluation metrics for training, leading to the discrepancy between training-time and test-time contexts. In this work, we adopt self-critical sequence training (SCST) [38] to address this bias by directly optimizing the non-differentiable test-time metrics. Leveraging the effectiveness of SCST, we further introduce a Consistency-Divergence loss to learn the differences between correct and incorrect scanpaths.

3. Method

We develop a deep reinforcement learning model to study and predict complex scanpath patterns in general decision-making tasks, while taking the task performance into account. This section presents the architecture of the proposed network and the machine learning methods to train the network with correct and incorrect scanpaths. Key technical novelties include the creation of a task guidance map to dynamically guide the prediction of fixation positions and durations, a reinforcement learning method with self-critical sequence training to address the exposure bias, and a novel Consistency-Divergence loss to learn the differences between correct and incorrect scanpaths.

3.1. Network Architecture

Where humans look during the VQA task is largely dependent on the input question. Existing task-driven attention models use a one-hot vector [52] or language embeddings [28] to encode the task input. These encoding methods provide semantic guidance to the model, to generate task-dependent outputs, but do not spatially align the task semantics with the visual contents. Differently, we compute a general task guidance map to highlight task-relevant image regions. This task guidance map is designed to be easily adaptable for other tasks. For example, it can be an all-zero matrix for predicting scanpaths in the free-viewing task, or object detection masks can be used to provide task guidance in visual search. In this section, we summarize our method with the general VQA task.

As shown in Fig. 2, we design a neural network model to dynamically generate a sequence of fixation positions and durations. A memory module and an attention mechanism are developed to selectively memorize and recall task-relevant visual information. Specifically, given an image and a question, our goal is to generate a sequence of fixations positions \( y = \{ y_1, y_2, \ldots, y_T \} \) and durations \( \tau = \{ \tau_1, \tau_2, \ldots, \tau_T \} \). At each step \( t \), the fixation position \( y_t \) is sampled from a predicted action map \( m_t \), and the fixation duration \( \tau_t \) is sampled from a log-normal distribution with two predicted parameters \( (\mu_t, \sigma^2_t) \). Besides, a scalar output \( \epsilon_t \) indicates the end of the scanpath. The specific network design is as follows:

**Inputs and task guidance.** On the input side, we adopt a CNN-based visual encoder [21] to extract visual features \( X \) from the image. The influence of the question is represented as a task guidance map highlighting task-relevant image regions. Trained on large VQA datasets, machine attention can better bridge the task semantics and visual contents by highlighting task-relevant spatial regions that are important for answering the question. Therefore, we guide the prediction of eye fixations using the machine attention of an externally trained VQA model [2, 12, 29, 37]. We preprocess the VQA model’s attention into a 2D task guidance map \( Z \) with its values normalized within the range of \([0, 1]\).

**Memory and attention.** Answering complex questions requires dynamically updated memory and attention mechanisms to trace the reasoning process over time [12, 28]. The memory is denoted as \( M_t = \{ m_0, m_1, \ldots, m_{t-1} \} \), which explicitly maintains all previously computed action maps, as well as the task guidance map \( m_0 = Z \). This memory as a whole can be seen as a spatio-temporal attention volume. By applying it to the visual features \( X_t \), we can obtain the memorized features \( X_t = M_t \odot X \). The attention module recalls the most relevant information from the memory, denoted as

\[
R_t = f_{\text{att}}(X_t; \theta_{\text{att}}),
\]

where the \( \theta_{\text{att}} \) indicates learnable parameters. It computes...
a temporal attention vector indicating the dynamic importance of each historical time step [28], to determine what to recall from the memory for the prediction of the current fixation.

**ConvLSTM and outputs.** We design a ConvLSTM network to simultaneously predict the distributions of fixation positions and durations. The image features $X$ and the recalled features $R_t$ are fed into a ConvLSTM layer to encode the spatio-temporal patterns of scanpaths. With its current hidden state $h_t$, the outputs are computed as

$$p^g_t(a_t|a_{t:1:t-1}) = \text{softmax}(f_a(h_t; \theta_a)),$$  \hspace{1cm} (2)

$$[\mu_t, \sigma_t^2] = f_r(h_t; \theta_r),$$  \hspace{1cm} (3)

where $f_a$ and $f_r$ indicate the output layers and $\theta_a$ and $\theta_r$ are learnable parameters. We use $[m_t, e_t] = p^g_t(a_t|a_{1:t-1})$ to represent the distribution of the actions including the action maps $m_t$ and the end-of-scanpath indicator $e_t$. Finally, we sample the fixation point $y_t$ following the discrete probability values in the action map $m_t$, and sample the fixation duration following the parametric function $\tau_t \sim p^g_t(\tau|\mu_t, \sigma_t^2)$. We model the duration distribution $p^g_t$ as a log-normal function following previous experimental studies [19, 32].

### 3.2. Objective

Scanpath prediction is a typical sequential learning task. To address the discrepancy between training and testing contexts in sequential learning, we propose to apply self-critical sequence training (SCST) [38] to directly optimize the non-differentiable evaluation metrics. We further introduce a novel loss function to help differentiate correct and incorrect scanpaths.

**Supervised learning.** It is widely used in sequential learning to minimize a maximum-likelihood loss at each step. In our context, the objective is to jointly optimize the fixation action $a_t$ and the duration $\tau_t$:

$$L(\theta) = -\sum_{t=1}^{T+1} \log p^g_t(a_t^*|a_{1:t-1}^*; \theta) - \lambda \sum_{t=1}^{T} \log p^g_t(\tau_t^*|\mu_t, \sigma_t^2),$$  \hspace{1cm} (4)

where $T$ is the length of the ground-truth fixations, $a_t^*$ and $\tau_t^*$ are the ground-truth action (one-hot vector indicating the fixation position or end of the scanpath) and fixation duration, respectively. The hyperparameter $\lambda$ balances the contributions of the two loss terms. With this loss function, we simultaneously train two networks with the correct and incorrect scanpaths. They share most of their parameters, except for the memory and output layers.

However, this objective function does not always produce the best results on the non-differentiable metrics for scanpath evaluation. This discrepancy between training and testing contexts has been observed in similar sequence generation tasks [2, 38]. To address this issue, we propose to use SCST in scanpath prediction and optimize the network based on test-time evaluation metrics.

**Reinforcement learning with SCST.** Specifically, in the context of scanpath prediction, the objective is to minimize the negative expected reward:

$$L_t(\theta) = -E_{y,T}[r(y, T)],$$  \hspace{1cm} (5)

where $r(\cdot, \cdot)$ is a reward function (i.e., ScanMatch [14]), while $y$ and $T$ indicate the sampled fixation positions and durations, respectively. The main idea of SCST is to baseline the REINFORCE algorithm with the reward achieved by the current model under the corresponding evaluation metric used at the test time [38]. To reduce the variance of the gradient estimate and accelerate the training, for each network, we compute the average rewards of $k$ scanpaths and use their mean reward as the corresponding baseline. We denote their corresponding loss functions as $L^+_t(\theta)$ and $L^-_t(\theta)$, respectively. Without loss of generality, in this paper, we use the superscripts + and − to distinguish the notations for correct and incorrect scanpaths, respectively.

**Consistency-Divergence loss.** The level of difference between correct and incorrect scanpaths is image-specific, so it is difficult to distinguish them by directly learning from the data. We combine the SCST objective with a novel Consistency-Divergence loss (CDL) to explicitly quantify the consistency and divergence of human scanpaths and force the model predictions to resemble such statistics. Specifically, given the correct and incorrect ground-truth scanpaths, we first compute their within-group similarity $r_{\text{within}}^*$, and the between-group similarity $r_{\text{between}}^*$ by averaging the pair-wise evaluation scores within and between the correct and incorrect groups. The differences $\Delta r_{\text{within}}^+ = r_{\text{within}}^+ - r_{\text{within}}^-$ and $\Delta r_{\text{between}}^+ = r_{\text{between}}^+ - r_{\text{between}}^-$ measure the consistency of scanpaths within each group compared with the diversity between the two groups. Intuitively, high within-group similarity and low between-group similarity suggest that the differences between correct and incorrect scanpaths are more distinguishable. Similarly, we can evaluate the predicted scanpaths in the same way to obtain $\Delta r_{\text{within}}^+(y, T)$ and $\Delta r_{\text{between}}^+(y, T)$. The objective of the proposed CDL is to let $\Delta r_{\text{within}}^+(y, T)$ approximate $\Delta r_{\text{within}}^*$ and $\Delta r_{\text{between}}^+(y, T)$ approximate $\Delta r_{\text{between}}^*$, so that the differences between the predicted scanpaths are similar to those of the ground-truth. Therefore, the CDL is computed as

$$L_{\text{CD}}(\theta) = E_{y,T}[\Delta r_{\text{within}}^+(y, T) - \Delta r_{\text{within}}^*]$$
$$+ E_{y,T}[\Delta r_{\text{between}}^+(y, T) - \Delta r_{\text{between}}^*],$$  \hspace{1cm} (6)

Finally, we define the total loss as a linear combination of the negative expected reward and the CDL (6):

$$L'(\theta) = L^+_t(\theta) + L^-_t(\theta) + \gamma L_{\text{CD}}(\theta).$$  \hspace{1cm} (7)

The hyperparameter $\gamma$ balances the contribution of the loss terms in the policy gradient update stage [48].
4. Experiments

We evaluate the proposed method with extensive experiments. Our quantitative and qualitative results demonstrate the performance and generalizability of the proposed method, shedding light on some interesting research questions about scanpath prediction.

4.1. Experiment Settings

Dataset. We conduct our experiments mainly on the AiR dataset [12]. It consists of images and questions selected from the balanced validation set of GQA [23] and provides the eye-tracking data collected from 20 participants who answer the questions. Each question is answered by 10 different participants, and their eye-tracking data are associated with their answers. The numbers of fixations in the recorded scanpaths are similar between the correct answers (10.12 ± 0.99) and the incorrect answers (10.27 ± 1.54). Their spatial priors are also highly similar. These similarities ensure that models do not differentiate between correct scanpaths and incorrect scanpaths based on their prior distributions. We randomly split this dataset into a training set of 1137 questions, a validation set of 142 questions, and a test set of 143 questions. The proportion of correct answers are balanced among these subsets.

Evaluation metrics. To evaluate the models, we generate 10 correct/incorrect scanpaths with each model and compare them with the corresponding ground-truth scanpaths using a combination of four evaluation metrics: The ScanMatch [14, 39] measures scanpath similarity based on the Needleman-Wunsch algorithm [7]. It has been commonly used to evaluate scanpath prediction models due to its robustness to the substantial noise inherent in the scanpaths. The MultiMatch [17] is a multidimensional evaluation metric, composed of five similarity measures regarding shape, direction, length, position, and duration. The String-Edit Distance (SED) [10, 20] is a dissimilarity measure that converts scanpaths into strings by associating each image region with a character. The Scaled Time-Delay Embedding (STDE) [46] measures the average of the minimum Euclidean distances of each sub-sequence of the compared scanpaths. For SED and STDE, we report the mean and best evaluation scores. While the mean scores are the averages of all subjects, the best scores are computed based on the most similar human scanpath [18]. These complementary evaluation metrics provide a comprehensive view of the prediction results.

Implementation details. We use ResNet-50 [21] to encode the visual features and use AiR [12] VQA model to compute the task guidance maps. The object-based attention weights are converted to spatial maps by computing a weighted average of their bounding box masks [12]. The resolution of the input image is 240 × 320. We discretize the fixation position into a 30 × 40 action map. In supervised learning, we train our model using the Adam [30] optimizer with learning rate $10^{-4}$ and weight decay $5 \times 10^{-5}$. To avoid the divergence of loss, we also adopt the warmup strategy [53] followed by a linear decay of the learning rates. In reinforcement learning, we also use the Adam [30] optimizer with linearly decayed learning rates starting at $5 \times 10^{-5}$ and weight decay $5 \times 10^{-5}$. In SCST, we sample $k = 5$ different scanpaths for the correct and incorrect answers, respectively. The reward function is defined as the harmonic average of the two ScanMatch scores, one with duration and the other without. Our implementation of the ScanMatch metric in training and evaluation follows [14, 39]. The hyperparameters $\lambda$ and $\gamma$ are empirically set to 1.0 and 2.0, respectively, based on the validation set performance.

4.2. Are the predicted scanpaths plausible?

We first evaluate how well the predicted scanpaths simulate human behavior. Since we are the first to predict scanpaths in the VQA task, for a fair comparison, we customize the most relevant deep-learning-based scanpath prediction models (i.e., SaltiNet [5], PathGAN [4], and IOR-ROI [40]), by combining the BERT embedding [16] of the question with the visual features and jointly predicting the correct and incorrect scanpaths. Following [40, 52], we measure human performance by computing the inter-observer agreements within the correct and incorrect groups, respectively. For each image, we measure the similarity of every pair of human scanpaths from the same group and compute their mean values.

Tab. 1 reports the quantitative results of the compared methods. Our method significantly improves the prediction of both fixation positions and durations. It outperforms the other methods on 9.5/11 metrics by a substantial margin. For example, its ScanMatch scores are over 84% (correct) and 69% (incorrect) higher than the state-of-the-art methods. It even outperforms humans on 6.5/11 metrics.

Fig. 3 presents qualitative examples of the predicted scanpaths. While the state-of-the-art models look at salient objects in general, our predicted scanpaths align better with task-related objects and the human eye-movement behavior regarding fixation positions, durations, and orders. Note that subtle differences of scanpaths can determine the correctness of answers: the incorrect scanpaths consistently miss important objects (i.e., phone and knives).

Note that besides our significant performance boost in predicting correct scanpaths, our method is also effective in predicting scanpaths that lead to incorrect answers thus to be avoided. We find that incorrect scanpaths are less consistent compared with correct ones (also corroborated with Human scores), possibly due to the variety of factors that may lead to an incorrect decision. Yet with the task guidance and the novel CDL loss, our method can capture the subtle differences between the correct and incorrect scan-
<table>
<thead>
<tr>
<th>Method</th>
<th>ScanMatch</th>
<th>MultiMatch</th>
<th>SED</th>
<th>STDE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>w/o Dur.</td>
<td>w/ Dur.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Human</td>
<td>0.421</td>
<td>0.391</td>
<td>0.945</td>
<td>0.747</td>
</tr>
<tr>
<td></td>
<td>0.375</td>
<td>0.358</td>
<td>0.938</td>
<td>0.734</td>
</tr>
<tr>
<td>SaltiNet</td>
<td>0.112</td>
<td>0.130</td>
<td>0.933</td>
<td>0.676</td>
</tr>
<tr>
<td></td>
<td>0.120</td>
<td>0.138</td>
<td>0.930</td>
<td>0.696</td>
</tr>
<tr>
<td>PathGAN</td>
<td>0.210</td>
<td>0.212</td>
<td>0.940</td>
<td>0.637</td>
</tr>
<tr>
<td></td>
<td>0.221</td>
<td>0.218</td>
<td>0.937</td>
<td>0.637</td>
</tr>
<tr>
<td>IOR-ROI</td>
<td>0.171</td>
<td>0.202</td>
<td>0.918</td>
<td>0.724</td>
</tr>
<tr>
<td></td>
<td>0.198</td>
<td>0.216</td>
<td>0.917</td>
<td>0.737</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>0.394</strong></td>
<td><strong>0.391</strong></td>
<td><strong>0.950</strong></td>
<td><strong>0.717</strong></td>
</tr>
<tr>
<td></td>
<td><strong>0.365</strong></td>
<td><strong>0.368</strong></td>
<td><strong>0.946</strong></td>
<td><strong>0.705</strong></td>
</tr>
</tbody>
</table>

Table 1. Scanpath prediction results on the AiR dataset (VQA). In each panel, the first row indicates the correct scanpaths and the second row indicates the incorrect scanpaths. The best results are highlighted in bold. Underlines indicate scores above human performance.

### 4.3. What contributes to the model’s performance?

Our proposed method has three major technical contributions: VQA model attention as the task guidance (TG), SCST to address the exposure gap, and the novel Consistency-Divergence loss (CDL). To demonstrate the contribution of each component, we incrementally apply them to a baseline (i.e., a task-ignorant supervised-learning variant of our method). As shown in Tab. 2, each component helps predict both correct and incorrect scanpaths. In particular, though TG results in relatively minor improvements by itself (under supervised learning), it plays a more important role in reinforcement learning with SCST. This observation suggests that SCST can help the model to make better use of the task input to fixate task-relevant regions. Finally, using the new CDL loss together with SCST optimizes the within-group and between-group consistencies of the correct and incorrect scanpaths, thus further increasing the model performance.

### 4.4. What do the predicted scanpaths fixate?

To investigate how the predicted scanpaths fixate different objects, we align the fixation positions with the ground-truth object annotations provided by the GQA dataset [23]. We segment each image into three regions: 1) Region of Interest (ROI) is composed of all the objects in the questions and answers; 2) Non-ROI is composed of the other annotated objects that are not included in the ROI; 3) Background is the empty regions without object annotations. For each compared model, we compute the percentage of fixations in each region. As shown in Tab. 3, in general, higher-performance models generate more fixations in the ROI. Our proposed techniques (i.e., TG, SCST, CDL) improve the accuracy of fixating task-relevant objects, allowing our method to perform significantly better than the state-of-the-art methods [4, 5, 40]. The percentage of fixations to ROI of our full model is similar to that of humans. Besides, humans’ correct scanpaths fixate the ROI more frequently than the incorrect ones, showing the correlation between their attention allocation and task performance. Our method replicates this correlation, while the compared methods fail to do so. The proposed techniques allow our model to learn
Table 2. Ablation study of TG, SCST and CDL on the AiR dataset. In each panel, the first row indicates the correct scanpaths and the second row indicates the incorrect scanpaths. The best results are highlighted in bold.

<table>
<thead>
<tr>
<th>Method</th>
<th>ScanMatch ↑</th>
<th>MultiMatch ↑</th>
<th>SED ↓</th>
<th>STDE ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>TG SCST</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>w/o Dur.</td>
<td>0.290 0.323</td>
<td>0.927 0.719</td>
<td></td>
<td></td>
</tr>
<tr>
<td>w/ Dur.</td>
<td>0.280 0.310</td>
<td>0.920 0.713</td>
<td>0.909</td>
<td>0.831</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.914 0.845</td>
<td>0.537</td>
<td>0.544</td>
</tr>
<tr>
<td>✓</td>
<td>0.296 0.329</td>
<td>0.927 0.719</td>
<td>0.914</td>
<td>0.849</td>
</tr>
<tr>
<td></td>
<td>0.288 0.317</td>
<td>0.922 0.717</td>
<td>0.910</td>
<td>0.837</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.910 0.837</td>
<td>0.546</td>
<td></td>
</tr>
<tr>
<td>✓</td>
<td>0.360 0.363</td>
<td>0.948 0.705</td>
<td>0.930</td>
<td>0.865</td>
</tr>
<tr>
<td></td>
<td>0.350 0.350</td>
<td>0.943 0.704</td>
<td>0.925</td>
<td>0.852</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.925 0.852</td>
<td>0.562</td>
<td></td>
</tr>
<tr>
<td>✓ ✓</td>
<td>0.369 0.370</td>
<td>0.949 0.713</td>
<td>0.933</td>
<td>0.869</td>
</tr>
<tr>
<td></td>
<td>0.350 0.352</td>
<td>0.944 0.716</td>
<td>0.927</td>
<td>0.856</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.927 0.856</td>
<td>0.561</td>
<td></td>
</tr>
<tr>
<td>✓ ✓ ✓</td>
<td>0.385 0.383</td>
<td>0.949 0.714</td>
<td>0.932</td>
<td>0.876</td>
</tr>
<tr>
<td></td>
<td>0.348 0.354</td>
<td>0.945 0.703</td>
<td>0.928</td>
<td>0.855</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.928 0.855</td>
<td>0.560</td>
<td></td>
</tr>
<tr>
<td>✓ ✓ ✓ ✓</td>
<td>0.394 0.391</td>
<td>0.950 0.717</td>
<td>0.933</td>
<td>0.879</td>
</tr>
<tr>
<td></td>
<td>0.365 0.368</td>
<td>0.946 0.705</td>
<td>0.930</td>
<td>0.864</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.930 0.864</td>
<td>0.632</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Percentage of fixations in ROI, non-ROI, and background. In each panel, the first row indicates the correct scanpaths and the second row indicates the incorrect scanpaths.

<table>
<thead>
<tr>
<th>Method</th>
<th>Fixations Position %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ROI ↑</td>
</tr>
<tr>
<td>Human</td>
<td>26.43</td>
</tr>
<tr>
<td></td>
<td>21.60</td>
</tr>
<tr>
<td>SaltiNet</td>
<td>4.17</td>
</tr>
<tr>
<td></td>
<td>3.96</td>
</tr>
<tr>
<td>PathGAN</td>
<td>7.82</td>
</tr>
<tr>
<td></td>
<td>7.17</td>
</tr>
<tr>
<td>IOR-ROI</td>
<td>9.14</td>
</tr>
<tr>
<td></td>
<td>9.79</td>
</tr>
<tr>
<td>Ours</td>
<td>25.04</td>
</tr>
<tr>
<td></td>
<td>22.33</td>
</tr>
</tbody>
</table>

Figure 4. Comparison of VQA models’ answer accuracy, scanpath accuracy, and machine attention accuracy (bubble size).

4.5. Which VQA model is the most effective?

The explicit use of VQA models in our method allows us to evaluate and visualize VQA models from a human attention’s perspective, which has not been explored before. We evaluate the effectiveness of four VQA models: AiR [12], UpDown [2], HAN [37] and MLB [29]. Fig. 4 compares their VQA accuracy on the GQA (test-dev) dataset, machine attention accuracy (AiR-E [12]), and the scanpath prediction performance (ScanMatch w/ duration). As can be seen, both the machine attention accuracy and VQA accuracy are positively correlated with the scanpath prediction performance. Object-based attention maps tend to be more accurate and provide better task guidance: AiR [12] achieves the best performance, thanks to its explicit attention supervision with the ground-truth object annotations. UpDown [2] computes implicitly supervised object-based attention, achieving lower performances in scanpath prediction. HAN [37] relies on attention ground-truth from a specific group of questions [15], which leads to lower performances and difficulties to generalize. MLB [29] is based on image features, so its spatial attention maps may not highlight objects, leading to the lowest performances. In sum, our method suggests that a well-designed machine attention mechanism not only improves the performance of VQA models but also benefits human attention prediction. It also enables further correlational studies between human and machine attention mechanisms.
4.6. Does the proposed method generalize?

Our method can generalize across tasks with different complexities. Similar to what we observe in the VQA task, results in the free-viewing and visual search tasks also show a significant performance boost, achieving a human-level performance. First, for the free-viewing task (i.e., task guidance and CDL are not applicable), we conduct experiments on the OSIE dataset \cite{Sun2018} following the settings of Sun et al. \cite{Sun2018}. Tab. 4 shows that our method significantly outperforms the state-of-the-art methods \cite{Itti2007, Wang2019, LeMeur2020, SGC2021, Wang2022, STARFC2021, SaltiNet2021, PathGAN2021, IORROI2021, IRL2021} on 10/11 metrics with over 42% higher ScanMatch scores. Next, we conduct experiments on COCO-Search18, a visual search dataset \cite{COCO2018}, using a CenterNet \cite{Dai2017} detector to detect the search targets and generate the task guidance maps. As shown in Tab. 5, our method outperforms the state-of-the-art approaches \cite{Itti2007, Wang2019, LeMeur2020, SGC2021, Wang2022, STARFC2021, SaltiNet2021, PathGAN2021, IORROI2021, IRL2021} by a large margin and reaches human-level performance on 6/11 metrics. Particularly, our ScanMatch scores are over 37% better than the state-of-the-art \cite{IRL2021} and over 5.3% better than humans. These overwhelming performances demonstrate the robustness and generalizability of our method in different task settings.

5. Conclusion

We propose the first model for predicting human scanpaths during visual question answering. By explicitly integrating a task guidance map, the model learns to predict a sequence of task-driven scanpaths that lead to correct or incorrect answers. To address the exposure bias, we propose an SCST approach that optimizes the model based on scanpath evaluation metrics and a Consistency-Divergence loss to distinguish between correct and incorrect scanpaths. Our method significantly outperforms the state-of-the-art methods on multiple datasets and tasks. Our experiments suggest that our model can predict human-like scanpaths and reveal the critical fixation patterns that determine the task performance. The improved performance of human scanpath prediction will push forward the research on task-driven attention and advance a wide range of applications in the development of intelligent robots, automatic design and advertising systems, human-computer interaction systems, and diagnostic tools for mental healthcare.
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