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Abstract

Although current deep learning-based face forgery detectors achieve impressive performance in constrained scenarios, they are vulnerable to samples created by unseen manipulation methods. Some recent works show improvements in generalisation but rely on cues that are easily corrupted by common post-processing operations such as compression. In this paper, we propose LipForensics, a detection approach capable of both generalising to novel manipulations and withstanding various distortions. LipForensics targets high-level semantic irregularities in mouth movements, which are common in many generated videos. It consists in first pretraining a spatio-temporal network to perform visual speech recognition (lipreading), thus learning rich internal representations related to natural mouth motion. A temporal network is subsequently finetuned on fixed mouth embeddings of real and forged data in order to detect fake videos based on mouth movements without overfitting to low-level, manipulation-specific artefacts. Extensive experiments show that this simple approach significantly surpasses the state-of-the-art in terms of generalisation to unseen manipulations and robustness to perturbations, as well as shed light on the factors responsible for its performance.

1. Introduction

Recent advances in deep generative models, especially Generative Adversarial Networks (GANs) [24], have enabled the use of off-the-shelf models that can produce ultra-realistic fake videos with little human effort or expertise. Face manipulation methods in particular have raised considerable concerns due to their ability to alter a person’s identity [38, 30, 34], expression [52, 51, 44], or lip movements [50, 57, 56] to match the face in a given target video. The misuse of such technology can spread political propaganda, defame individuals, or damage trust in journalism.

With the aid of recent releases of large-scale face forgery datasets [46, 38, 30, 16], it is possible to train deep convolutional neural networks (CNNs) to detect fake videos [3, 25, 64, 4, 14, 45, 42, 36]. Despite excellent accuracy on samples that are independent and identically distributed to the training distribution, it is known that dramatic drops in performance may be experienced when this stringent criterion is not met [35, 8, 43]. For example, detectors often significantly underperform on novel forgery types. This understandably sparks concerns, as a deployed detector is unlikely to be exposed only to forgeries seen during training. Moreover, they are often sensitive to common perturbations such as compression and are, as a result, vulnerable to the image processing pipelines on social networks.

Recent attempts to boost generalisation to novel forgeries include simple data augmentations [59], a two-branch network that amplifies multi-band frequencies [41], an autoencoder-like structure to serve as an anomaly detector [13, 17, 43], and patch-based classification to model local patterns [8]. However, these methods still substantially overfit to seen manipulations. A particularly effective method is Face X-ray [35], which proposes to predict the blending boundary between the background image and the inserted, altered face. Although it attains impressive gen-
eralisation in cross-manipulation experiments, it relies on often imperceptible patterns which are susceptible to low-level post-processing operations.

It is natural to ask: Are there semantically high-level inconsistencies across manipulation methods, which are thus more robust to routine perturbations? We observe that most face video forgeries alter the mouth in some way, to match it with someone else’s identity, speech, or expression. Due to the intricate motion of the mouth, current manipulation methods find it difficult to generate movements without falling into the “uncanny valley”. For example, fake mouths often do not adequately close when they pronounce certain phonemes [4]. We also notice unnatural fluctuations in the speed of movements, as well as alterations in the shape of the mouth or its interior (e.g., teeth) from frame-to-frame, even when there is no speech (see supplementary material for examples). These irregularities provide a precious opportunity for detectors to capitalise on; yet, to the best of our knowledge, previous works do not specifically target mouth motion using spatio-temporal neural networks.

The human visual system can perceive subtle anomalies in forged oral movements as a result of extensive experience in observing real mouths move. In order to endow a network with such experience, we propose to pretrain it on a large corpus of real videos to perform the difficult task of visual speech recognition, also known as lipreading. To be capable of disambiguating similar words, the network must learn rich spatio-temporal representations related to the mouth as well as the teeth and tongue [12]. Next, we transfer the acquired knowledge to face forgery detection. Crucially, we treat the first part of the network as a frozen feature extractor that outputs an embedding per frame, and only finetune the temporal convolutional network that takes these embeddings as input. This prevents the network from learning to discriminate the data based on unstable, low-level patterns that may not be generated by other forgery methods.

We dub our approach LipForensics (see Figure 1). We conduct extensive experiments to compare its performance with the state-of-the-art in various challenging scenarios. We find that, in most cases, it significantly outperforms previous methods with respect to generalisation to unseen forgeries, while exhibiting remarkable robustness to common corruptions which degrade other models’ performance. Further, in-distribution experiments reveal that LipForensics can effectively learn even on heavily compressed data, unlike other detectors. Finally, we validate our design choices through ablation studies, and compare with other large-scale pretraining tasks to demonstrate the superiority of lipreading for achieving generalisable and robust face forgery detection.

2. Related Work

Face forgery detection. Some earlier face forgery detection works bias the network away from learning high-level features by constraining CNN filters [6] or using relatively shallow networks [3] to focus on mesoscopic features. Rössler et al. [46] showed, however, that these are outperformed by a deep, unconstrained Xception [10] network. Some methods [5, 49] predict the manipulated region along with the label in a multi-task fashion. Another line of research relates to the observation that fully CNN-generated images may exhibit anomalous patterns in the frequency spectrum [19, 18, 63, 45]. In [25, 47], a CNN followed by an LSTM [27] are used to capture spatio-temporal features. In [58], fake frames are detected based on anomalies in the neuron behaviour of a face recognition network.

Some works exploit the correspondence between the visual and auditory modalities [4, 42, 11, 33]. For example, [4] targets inconsistencies between the “M”, “B”, and “P” phonemes and their corresponding visemes, requiring voice-to-text transcriptions and viseme-phoneme alignment. We note that, in contrast, our method is visual-only, i.e., does not take as input the audio during training or inference. A concurrent work [61] also exploits lip movements but is a biometric approach, hence requiring a reference video at inference.

Generalisation to novel manipulations. Although current detectors tend to perform well when the training and test distributions are similar, cross-dataset experiments reveal that they underperform on unseen forgeries [35, 8, 38, 43]. To address this issue, ForensicTransfer [13] proposes an autoencoder-like structure to prevent the network from discarding frame information. Follow-up works LAE [17] and MTDS [43] additionally exploit binary forgery segmentation masks. In [41], a two-branch recurrent neural network amplifies multi-band frequencies. Wang et al. [59] apply blurring and compression augmentations, which help generalisation across fully-synthetic fake images. Chai et al. [8] instead hypothesise that local patterns generalise better and truncate image classifiers to reduce their receptive fields. We challenge this hypothesis by showing that high-level temporal inconsistencies in the mouth region can generalise very well (and lead to more robust detectors).

A particularly successful self-supervised approach is to generate fake videos on-the-fly that contain only the specific irregularities that one may want to target. For instance, FWA [37] targets the common affine face warping step in forgery pipelines. More recently, Li et al. [35] observe that many forgery algorithms depend on a blending step to realistically insert an altered face into a background image. They predict the blending boundary between the two images to achieve the current state-of-the-art generalisation.

— The “uncanny valley” refers to the unease experienced by humans when observing a realistic computer-generated face.
on cross-dataset experiments. However, the artefacts that
the network focuses on are susceptible to common pertur-
bations, rendering it unsuitable for many real-life scenarios.

3. LipForensics

3.1. Overview

We tackle the problem of building a generalisable and ro-
 bust face forgery classifier by distinguishing between natu-
 ral and anomalous mouth movements. We hypothesise that
irregularities in mouth motion exist in fake videos regard-
less of the generation method that produced them. Due to
the semantically high-level nature of these cues, they are
also less easily corrupted by common perturbations. How-
 ever, a spatio-temporal CNN simply trained on mouth crops
will not necessarily learn the desired features, as it may sep-
 ARATE the data based on other more manipulation-specific
cues. To account for this, we take a two-step approach.

First, we pretrain a CNN, consisting of a spatio-temporal
feature extractor followed by a temporal convolutional net-
work, on the task of lipreading. We expect this process to in-
duce internal representations that are sensitive to anomalous
dynamics of the mouth in a high-level semantic space, since
low-level patterns are likely insufficient for solving the task.
Such pretraining is consistent with recent anomaly detec-
tion literature, which suggests that training on the “normal”
class (in this case real videos) for a suitable task promotes
learning of features that are useful for detecting “anoma-
alous” samples (in this case fake videos) [23, 7].

Second, we freeze the feature extractor and finetune only
the temporal network on forgery data; otherwise, the net-
work may still learn to rely on unwanted artefacts rather
than mouth movements. Other works attempt to alleviate
overfitting to unstable cues by blurring or adding noise to
the input [60, 59], forcing the network to target blending
artefacts [35], or disincentivising the model from discarding
frame information via a reconstruction loss [13, 17, 43]. In
contrast, we pass video clips through a deep feature extrac-
tor that was trained to perform lipreading and, as a result,
outputs embeddings that are relatively invariant to low-level
artefacts. We illustrate this process in Figure 2.

3.2. Formulation

Let $\mathcal{X}$ be the set of grayscale video clips, real or fake,
centred around the mouth, and let $\mathcal{X}_r \subset \mathcal{X}$ denote
the set of real clips. We are given a face forgery dataset
$\{(x^r_j, y^r_j)\}_{j=1}^{N}$ of size $N$, where $x^r_j \in \mathcal{X}$ is a video clip
and $y^r_j \in \{0, 1\}$ denotes whether the clip is real or fake. We
further assume that we are provided with a labelled lipreading
dataset $\{(x^l_j, y^l_j)\}_{j=1}^{N}$ of size $N$, where $x^l_j \in \mathcal{X}$ is a
real video clip of a word utterance and $y^l_j \in \{0, \ldots, L-1\}$
is a label specifying which word was spoken from a vocab-
ulary of length $L$.

We wish to first train a multi-class neural network, $f_1$, to
perform lipreading on real videos. It comprises a spatio-
temporal feature extractor, a temporal net, and a linear clas-
sifier, parameterised by $\theta_g$, $\theta_h$, and $\theta_l$, respec-
tively. The parameters of these subnetworks are randomly initialised
and then optimised together to minimise the standard cross
entropy loss,
$$\frac{1}{N} \sum_{j=1}^{N} L_{\text{CE}}(f_1(x^l_j), y^l_j; \theta_g, \theta_h, \theta_l).$$

To learn our forgery detector, $f_f$, we transfer $\theta_g$ and $\theta_h$,
and replace the classifier with a binary one, parameterised
by $\theta_f$. The temporal net is finetuned (and the classifier is
trained from scratch) to minimise the binary cross entropy
loss,
$$\frac{1}{N} \sum_{j=1}^{N} L_{\text{BCE}}(f_f(x^l_j), y^l_j; \theta_h, \theta_f).$$

The feature extractor is kept fixed during this phase.

Architecture. The feature extractor is a ResNet-18 [26]
with an initial 3-D convolutional layer which preserves
the temporal dimension via padding. The feature extractor out-
puts a 512-D vector for each input frame. The temporal
net is a multi-scale temporal convolutional network (MS-TCN) [40], combining short- and long-term temporal information at every layer by concatenating outputs of multiple branches, each with a different temporal receptive field. After a temporal global average pooling layer, a task-specific linear classifier outputs the estimated class probabilities. Architecture details are in the supplementary material.

**Lipreading pretraining.** The model is pretrained on Lipreading in the Wild (LRW) [12], a dataset containing over 500,000 utterances spanning hundreds of speakers in various poses. It is trained using the approach proposed in [39], which employs born-again distillation [20]. We use the student classifier in the third generation of teacher-student training. Unless stated otherwise, we use the publicly available, pretrained model found here\(^2\).

**Preprocessing.** The faces are detected and then aligned to the mean face, after which a scaled 96 × 96 region around the mouth is cropped and transformed to grayscale. Our clips comprise 25 frames; thus, following random cropping, our input tensor is of size 25 × 88 × 88 × 1. Note that this size corresponds to a similar number of entries as the standard RGB frame input to many of the forgery detectors in the literature (commonly of size 1 × 256 × 256 × 3) [35]. More preprocessing details are in the supplementary material, where we also consider the effect of using the full face as input rather than mouth crops.

**Training the forgery detector.** We use a batch size of 32 and Adam [32] optimisation with a learning rate of 2 × 10\(^{-4}\). To address any data imbalance, we oversample the minority class. We terminate training when there is negligible improvement to the validation loss for 10 epochs. As data augmentation, we randomly crop the clips with size 88 × 88 and horizontally flip with probability 0.5.

4. Experiments

4.1. Setup

**Datasets.** As in [35, 41], we mostly use FaceForensics++ (FF++) [46] as our training dataset due to its forgery diversity. It contains 1.8 million manipulated frames and 4,000 fake videos generated using two face swapping algorithms, DeepFakes [1] and FaceSwap [2], and two face reenactment methods, Face2Face [52] and NeuralTextures [51]. As recommended in [46], we only use the first 270 frames for each training video, and the first 110 frames for each validation/testing video. Other datasets in our experiments include DeeperForensics [30] and FaceShifter [34], each featuring an improved face swapping algorithm applied to the real videos from FF++. Further, we use the test set of the face swapping Celeb-DF-v2 [38] dataset. Finally, we use 3,215 test set videos from the DeepFake Detection Challenge (DFDC) [16], where subjects were filmed in extreme conditions, such as large poses and low lighting. More information is in the supplementary material.

**Metrics.** We report results using accuracy (following [46]) and/or area under the receiver operating characteristic curve (AUC; following [38, 35]). Since most existing models use a single frame as input, we compute video-level measures for fair comparison: we average the model predictions (each prediction corresponding to a frame or a video clip) across the entire video, as in [41]. As a result, all models’ video predictions are based on the same number of frames.

4.2. Generalisation to unseen manipulations

Given the rapid advancements in forgery generation, we desire a detector that can correctly classify samples from novel manipulation methods after it is trained on a set of known forgeries. We simulate this scenario below.

**Models for comparison.** For comparison on our experiments using video-level metrics, we train various state-of-the-art detectors designed to improve cross-dataset generalisation as well as some other popular baselines, including: (1) **Face X-ray** [35]: we train an HRNet-W48 [48] both with constructed blended images and fake samples from the considered datasets. (2) **CNN-aug** [59]: we employ a ResNet-50 with JPEG compression and Gaussian blurring augmentations, both with probability of 0.1. (3) **Patch-based** [8]: we train an Xception classifier truncated after block 3 and average the predictions across the patches. We align the frames to remove rotation variation. (4) **Xception** [46]: we train the popular Xception baseline. (5) **CNN-GRU** [47]: we train a DenseNet-161 [29] followed by a GRU [9], to compare with a temporal model. All these models take as input a single RGB frame of the full face, except for CNN-GRU, which takes a 5-frame RGB clip. All but Patch-based use ImageNet pretrained weights. See supplementary material for more details. We also evaluate the effects of (1) training our spatio-temporal detector from random initialisation (“Scratch”), (2) finetuning the whole network after pretraining on LRW (“Ft whole”), and (3) finetuning only the temporal net (“LipForensics”), all of which are trained on grayscale mouth crops.

**Cross-manipulation generalisation.** To directly assess generalisation to unseen manipulations, without introducing confounders such as variations in pose or illumination, we experiment here with fake data that were created from the same source videos. Specifically, we test on each of the four methods in FF++ after we train on the remaining three. Rather than using raw videos (as in [35]), we use the high quality (HQ) subset of the dataset (as in e.g., [41, 8, 43]).

---

\(^2\)https://github.com/mpc001/Lipreading_using_Temporal_Convolutional_Networks
where the videos have been processed with a visually nearly lossless compression [46]. This is more in line with the type of videos found on social media.

Table 1 shows that LipForensics achieves excellent generalisation to novel forgeries, surpassing on average most approaches by a large margin. It also outperforms the previous state-of-the-art method, Face X-ray, by 2.2% AUC, 94.9% → 97.1%. FaceSwap (to which learning-based methods tend not to generalise well, possibly due to its distinct visual artefacts) is the only manipulation for which Face X-ray performs better. Nonetheless, our approach manages to reach 90.1% AUC without imposing such strong a priori knowledge (i.e., that there exists a blending boundary in FaceSwap frames).

We also notice that simply training the spatio-temporal network from scratch on mouth crops leads to surprisingly good results on the expression manipulation methods, i.e., Face2Face and NeuralTextures. This is possibly because there are low-level temporal artefacts around the mouth that exist across the forgery types. More importantly, pretraining on lipreading improves performance across all methods, showing that the network now focuses on more transferable forgery evidence. Finally, freezing the feature extractor provides, on average, a further substantial increase in performance, suggesting that the extractor is prone to overfitting even after pretraining.

Generalisation to other datasets. To evaluate cross-dataset generalisation, we test a single model on DeeperForensics, Faceshifter, Celeb-DF-v2, and DFDC after training on FF++ (all four methods). In Table 2, we present the results for the same baselines as well as for three other methods: (1) Multi-task [43], which uses an autoencoder-like architecture similar to [15, 17]; (2) DSP-FWA [37]; and (3) Two-branch [41]. We train Multi-task ourselves on FaceForensics++, report the (video-level) results from the paper of Two-branch [41], and evaluate publicly-available, pretrained models for the remaining two methods. LipForensics surpasses all methods on every dataset, with especially strong results on FaceShifter and DeeperForensics; this provides promise for its efficacy on future, improved forgeries. All methods obtain relatively low scores on DFDC (and to a lesser extent Celeb-DF), which we attribute to the domain shift caused by significantly different filming conditions. The gains from lipreading pre-training (+8.4% on average) and from freezing the feature extractor (+4.9%) are again apparent, providing additional strong evidence that high-level features related to mouth movements are key to generalisation.

4.3. Robustness to unseen perturbations

Given the ubiquity of image processing operations on social media, it is critical that deployed forgery detectors are not easily subverted by common perturbations. We investigate the robustness of the detectors by training on uncompressed FF++ and then testing on FF++ samples that were exposed to various unseen corruptions. We consider the following operations at five severity levels, as given in [30]: changes in saturation, changes in contrast, adding block-wise distortions, adding White Gaussian noise, blurring, pixelating, and applying video compression (H.264 codec). Figure 3 gives an example of each corruption at severity level 3. We remove the compression and pixelation training augmentations for Face X-ray and replace the Gaussian blurring augmentation for CNN-aug with median blurring, so that no test-time perturbation is seen during training.

In Figure 4, we show the effect of increasing the severity for each corruption. On Table 3, we give the average AUC scores across all severities for each corruption. It is evident that LipForensics is significantly more robust to most perturbations than other methods. For corruptions that affect the high frequency content of the frames (blur, pixelation, compression), it maintains high performance at all but the
Figure 3. Corruption examples. Examples of the corruptions considered in our robustness experiments at severity level 3; this set of corruptions was introduced in [30]. It consists of changes in saturation and contrast, block-wise distortions, white Gaussian noise, Gaussian blurring, pixelation, and video compression. More examples and information can be found in the supplementary material.

Figure 4. Robustness to various unseen corruptions. Video-level AUC scores as a function of the severity level for various corruptions. “Average” denotes the mean across all corruptions at each severity level. LipForensics is more robust than previous methods to all corruptions except block-wise distortions, which affect high-level semantic content.

most severe levels, while the other methods undergo significant deterioration in performance. Patch-based is particularly vulnerable to most corruptions; we attribute this to its reliance on a limited receptive field. Despite its good cross-manipulation performance, Face X-ray is adversely affected by most perturbations, especially compression, suggesting that the blending boundary is easily corruptible. It is also interesting that training with median blurring and JPEG compression augmentations (CNN-aug) is not an adequate remedy against Gaussian blurring and video compression. This agrees with CNN robustness literature [21, 55]. Finally, LipForensics is sensitive to block-wise distortions, which the other methods are relatively unaffected by. This result bolsters our hypothesis that other methods tend to focus on low-level cues, whereas LipForensics targets high-level inconsistencies, which block-wise distortions can destroy through occlusion. We also stress that such a corruption is too conspicuous to be used adversarially and is also unlikely to be encountered in practice.

4.4. Learning on compressed data

Next, we investigate in-distribution performance on FF++ at different levels of video compression. While we previously studied robustness to unseen corruptions, here we train and test a separate model for each of the video qualities provided by the dataset: (1) uncompressed videos (raw), (2) compressed videos at high quality (HQ), and (3) compressed videos at low quality (LQ) [46]. We also report, where applicable, results from the Two-branch paper [41].

Table 4 shows that while all models perform almost flawlessly on raw data, their efficacy varies when trained on compressed videos. Methods that employ deep networks (e.g., Xception and CNN-aug) reach relatively high performance on the LQ dataset. In contrast, patch-based classi-
Effect of increasing forgery diversity. With the development of new forgery generators, it will be possible to increase the diversity of manipulation methods in the training set. We investigate how this affects generalisation. We treat FaceSwap as the unseen method, as it appears to be the most difficult for our detector to generalise to (see Table 1). We first train only on Deepfakes and then cumulatively add the following: NeuralTextures, FaceSwap, FaceShifter, and DeeperForensics (which share the same source videos).

In Figure 5, we see that LipForensics scales well with the forgery diversity, reaching 95.1% AUC on FaceSwap. Notably, finetuning the whole network still has inferior performance to freezing the feature extractor, even when training on five forgery methods. Without lipreading pretraining, the model does not achieve adequate generalisation.

### Influence of video clip size

We next study the effect of video clip size on generalisation, when trained on FF++ (HQ). For the number of frames in each video clip, we consider the set \{5, 10, 15, 20, 25, 30\} and train a new model for each clip size. As Figure 5 shows, increasing the number of frames tends to improve performance. A size of 25 strikes a good balance between performance and computational/memory cost.

### Effect of different components

We further study the importance of modelling high-level temporal inconsistencies. We pretrain on LRW a ResNet-18 (without a 3-D layer) followed by an MS-TCN, and then finetune only the ResNet-18 on FF++; thus, no temporal information can be exploited. We compare it with finetuning the ResNet-3D/2D, which can capture short-term, low-level temporal dynamics, and with the full spatio-temporal model that can model long-term, high-level irregularities. On Table 5, we see that

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of Forgery Methods</th>
<th>Raw AUC (%)</th>
<th>HQ AUC (%)</th>
<th>LQ AUC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xception [46]</td>
<td>1</td>
<td>99.0</td>
<td>97.0</td>
<td>89.0</td>
</tr>
<tr>
<td>CNN-aug [59]</td>
<td>5</td>
<td>98.7</td>
<td>96.9</td>
<td>81.9</td>
</tr>
<tr>
<td>Patch-based [8]</td>
<td>5</td>
<td>99.9</td>
<td>99.9</td>
<td>91.8</td>
</tr>
<tr>
<td>Face X-ray [35]</td>
<td>5</td>
<td>99.8</td>
<td>97.6</td>
<td>88.5</td>
</tr>
<tr>
<td>CNN-GRU [47]</td>
<td>5</td>
<td>98.8</td>
<td>99.0</td>
<td>98.8</td>
</tr>
<tr>
<td>LipForensics (ours)</td>
<td>5</td>
<td>99.3</td>
<td>99.6</td>
<td>99.6</td>
</tr>
</tbody>
</table>

Table 3. Average robustness to unseen corruptions. Video-level AUC (%) on FF++ when videos are exposed to various corruptions, averaged over all severity levels. “Avg” denotes the mean across all corruptions (and all severity levels).

<table>
<thead>
<tr>
<th>Method</th>
<th>Video-level accuracy (%)</th>
<th>Video-level AUC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xception [46]</td>
<td>Raw: 99.0</td>
<td>HQ: 97.0</td>
</tr>
<tr>
<td>CNN-aug [59]</td>
<td>Raw: 98.7</td>
<td>HQ: 96.9</td>
</tr>
</tbody>
</table>

Table 4. Learning on compressed data. Performance on FF++ when trained and tested on uncompressed (Raw), slightly compressed (HQ), and heavily compressed (LQ) videos.

<table>
<thead>
<tr>
<th>Model</th>
<th>Finetune</th>
<th>FSh</th>
<th>DFo</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-18</td>
<td>whole</td>
<td>59.3</td>
<td>75.7</td>
</tr>
<tr>
<td>ResNet-3D/2D</td>
<td>whole</td>
<td>67.1</td>
<td>74.6</td>
</tr>
<tr>
<td>ResNet-3D/2D+MS-TCN</td>
<td>whole</td>
<td>83.2</td>
<td>84.6</td>
</tr>
<tr>
<td>ResNet-3D/2D+MS-TCN (ours)</td>
<td>temporal</td>
<td>87.5</td>
<td>90.4</td>
</tr>
</tbody>
</table>

Table 5. Effect of different components. All models are pretrained on LRW. We report video-level accuracy (%) scores on FaceShifter (FSh) and DeeperForensics (DFo) when finetuned on FaceForensics++. Last row corresponds to LipForensics.

**Figure 5. Model analysis.** Effect of increasing forgery diversity on generalisation to FaceSwap (left; details in Section 4.5). Effect of video clip size on generalisation to FaceShifter and DeeperForensics when trained on FF++ (right).
modelling short-term dynamics improves generalisation to FaceShifter but not DeeperForensics. More importantly, high-level temporal information is crucial for generalisation, as indicated by the large improvements when the MS-TCN is added and also when the ResNet is kept frozen.

Other pretraining datasets. Does pretraining on other large-scale datasets work just as well as pretraining on lipreading? We note that most baselines considered thus far use ImageNet weights. Here, we further consider spatio-temporal models pretrained on Kinetics, IG-65M, and face recognition (FR) datasets. We give video-level accuracy scores (%) on FaceShifter and DeeperForensics when finetuned on FF++. "# params" refers to trainable parameters, and asterisk (*) denotes freezing the feature extractor (corresponding to LipForensics).

Table 6. Other pretraining datasets. Effect of pretraining on Kinetics, IG-65M, and face recognition (FR) datasets. We give video-level accuracy scores (%) on FaceShifter and DeeperForensics when finetuned on FF++. "# params" refers to trainable parameters, and asterisk (*) denotes freezing the feature extractor (corresponding to LipForensics).

<table>
<thead>
<tr>
<th>Model</th>
<th># params</th>
<th>Pretrain</th>
<th>FSh</th>
<th>DFo</th>
</tr>
</thead>
<tbody>
<tr>
<td>R(2+1)D-18</td>
<td>31.3M</td>
<td>none</td>
<td>63.6</td>
<td>65.4</td>
</tr>
<tr>
<td>R(2+1)D-18</td>
<td>31.3M</td>
<td>Kinetics</td>
<td>65.7</td>
<td>68.2</td>
</tr>
<tr>
<td>ip-CSN-152</td>
<td>32.2M</td>
<td>none</td>
<td>68.2</td>
<td>65.7</td>
</tr>
<tr>
<td>ip-CSN-152</td>
<td>32.2M</td>
<td>Kinetics</td>
<td>73.9</td>
<td>76.4</td>
</tr>
<tr>
<td>ip-CSN-152</td>
<td>32.2M</td>
<td>IG-65M</td>
<td>66.1</td>
<td>69.6</td>
</tr>
<tr>
<td>SE-ResNet50</td>
<td>43.8M</td>
<td>none</td>
<td>60.0</td>
<td>70.7</td>
</tr>
<tr>
<td>SE-ResNet50</td>
<td>43.8M</td>
<td>FR</td>
<td>64.3</td>
<td>68.9</td>
</tr>
<tr>
<td>ResNet+MS-TCN</td>
<td>36.0M</td>
<td>none</td>
<td>62.5</td>
<td>61.4</td>
</tr>
<tr>
<td>ResNet+MS-TCN</td>
<td>36.0M</td>
<td>LRW</td>
<td>83.2</td>
<td>84.6</td>
</tr>
<tr>
<td>ResNet+MS-TCN* (ours)</td>
<td>24.8M</td>
<td>LRW</td>
<td>87.5</td>
<td>90.4</td>
</tr>
</tbody>
</table>

Occlusion sensitivity. To visualise the spatial regions which the detectors rely on, we occlude different portions of the input by sliding a grey square or a square cuboid, and observe the change in the class probability, as proposed in [62]. In Figure 6, we give results on randomly selected samples for LipForensics and Xception, both trained on FaceForensics HQ. As expected, LipForensics focuses predominantly on the mouth, which is not the case for Xception. More visualisations are in the supplementary material.

4.6. Limitations

Despite its performance on various experiments, we acknowledge that LipForensics is not without limitations. It cannot be applied to isolated images, and it would probably not detect a fake video in which the mouth is occluded or left unaltered. However, arguably the most pernicious forgery content is videos where the mouth has been manipulated to modify speech, identity, or expression. It is also possible that there is a performance decline with limited mouth motion, although within most 25-frame clips, we noticed at least some movement, even in the absence of speech. Finally, it requires a large-scale labelled dataset for pretraining. Examples of failure cases are given in the supplementary material.

5. Conclusion

In this paper, we proposed a novel approach, dubbed LipForensics, for the detection of forged face videos. It targets inconsistencies in semantically high-level mouth movements by leveraging rich representations learned via lipreading. It achieves state-of-the-art generalisation to unseen forgery types while being significantly more robust than other methods to various common corruptions. Meeting both of these objectives is crucial for face forgery detection in real-life, and we believe that our work is an important step in the fight against fake videos.
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3 https://github.com/TreB1eN/InsightFace_/Pytorch
References


