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Abstract

We introduce two challenging datasets that reliably

cause machine learning model performance to substantially

degrade. The datasets are collected with a simple adver-

sarial filtration technique to create datasets with limited

spurious cues. Our datasets’ real-world, unmodified ex-

amples transfer to various unseen models reliably, demon-

strating that computer vision models have shared weak-

nesses. The first dataset is called IMAGENET-A and is

like the ImageNet test set, but it is far more challenging

for existing models. We also curate an adversarial out-of-

distribution detection dataset called IMAGENET-O, which

is the first out-of-distribution detection dataset created for

ImageNet models. On IMAGENET-A a DenseNet-121 ob-

tains around 2% accuracy, an accuracy drop of approx-

imately 90%, and its out-of-distribution detection perfor-

mance on IMAGENET-O is near random chance levels.

We find that existing data augmentation techniques hardly

boost performance, and using other public training datasets

provides improvements that are limited. However, we find

that improvements to computer vision architectures provide

a promising path towards robust models.

1. Introduction

Research on the ImageNet [10] benchmark has led to

numerous advances in classification [36], object detection

[34], and segmentation [21]. ImageNet classification

improvements are broadly applicable and highly predictive

of improvements on many tasks [35]. Improvements on

ImageNet classification have been so great that some

call ImageNet classifiers “superhuman” [23]. However,

performance is decidedly subhuman when the test distri-

bution does not match the training distribution [26]. The

distribution seen at test-time can include inclement weather

conditions and obscured objects, and it can also include

objects that are anomalous.

Recht et al., 2019 [42] remind us that ImageNet test
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Figure 1: Natural adversarial examples from IMAGENET-A

and IMAGENET-O. The black text is the actual class, and

the red text is a ResNet-50 prediction and its confidence.

IMAGENET-A contains images that classifiers should be

able to classify, while IMAGENET-O contains anomalies of

unforeseen classes which should result in low-confidence

predictions. ImageNet-1K models do not train on exam-

ples from “Photosphere” nor “Verdigris” classes, so these

images are anomalous. Most natural adversarial examples

lead to wrong predictions despite occurring naturally.

examples tend to be simple, clear, close-up images, so that

the current test set may be too easy and may not represent

harder images encountered in the real world. Geirhos et

al., 2020 argue that image classification datasets contain

“spurious cues” or “shortcuts” [16, 2]. For instance, models

may use an image’s background to predict the foreground

object’s class; a cow tends to co-occur with a green pasture,

and even though the background is inessential to the

object’s identity, models may predict “cow” primarily using

the green pasture background cue. When datasets contain
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Figure 2: Various ImageNet classifiers of different architectures fail to generalize well to IMAGENET-A and IMAGENET-O.

Higher Accuracy and higher AUPR is better. See Section 4 for a description of the AUPR out-of-distribution detection

measure. These specific models were not used in the creation of IMAGENET-A and IMAGENET-O, so our adversarially

filtered image transfer across models.

spurious cues, they can lead to performance estimates that

are optimistic and inaccurate.

To counteract this, we curate two hard ImageNet test

sets of natural adversarial examples with adversarial

filtration. By using adversarial filtration, we can test how

well models perform when simple-to-classify examples

are removed, which includes examples that are solved

with simple spurious cues. Some examples are depicted

in Figure 1, which are simple for humans but hard for

models. Our examples demonstrate that it is possible

to reliably fool many models with clean natural images,

while previous attempts at exposing and measuring model

fragility rely on synthetic distribution corruptions [18, 26],

artistic renditions [24], and adversarial distortions.

We demonstrate that clean examples can reliably de-

grade and transfer to other unseen classifiers using our first

dataset. We call this dataset IMAGENET-A, which contains

images from a distribution unlike the ImageNet training

distribution. IMAGENET-A examples belong to ImageNet

classes, but the examples are harder and can cause mistakes

across various models. They cause consistent classifica-

tion mistakes due to scene complications encountered in the

long tail of scene configurations and by exploiting classifier

blind spots (see Section 3.2). Since examples transfer reli-

ably, this dataset shows models have unappreciated shared

weaknesses.

The second dataset allows us to test model uncertainty

estimates when semantic factors of the data distribution

shift. Our second dataset is IMAGENET-O, which contains

image concepts from outside ImageNet-1K. These out-of-

distribution images reliably cause models to mistake the ex-

amples as high-confidence in-distribution examples. To our

knowledge this is the first dataset of anomalies or out-of-

distribution examples developed to test ImageNet models.

While IMAGENET-A enables us to test image classifica-

tion performance when the input data distribution shifts,

IMAGENET-O enables us to test out-of-distribution detec-

tion performance when the label distribution shifts.

We examine methods to improve performance on

adversarially filtered examples. However, this is diffi-

cult because Figure 2 shows that examples successfully

transfer to unseen or black-box models. To improve

robustness, numerous techniques have been proposed.

We find data augmentation techniques such as adversarial

training decrease performance, while others can help

by a few percent. We also find that a 10× increase in

training data corresponds to a less than a 10% increase

in accuracy. Finally, we show that improving model

architectures is a promising avenue toward increasing

robustness. Even so, current models have substantial room

for improvement. Code and our two datasets are available at

github.com/hendrycks/natural-adv-examples.

2. Related Work

Adversarial Examples. Real-world images may be cho-

sen adversarially to cause performance decline. Goodfellow
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Figure 3: IMAGENET-O examples are closer to ImageNet

examples than previous out-of-distribution (OOD) detec-

tion datasets. For example, ImageNet has triceratops ex-

amples and IMAGENET-O has visually similar T-Rex ex-

amples, but they are still OOD. Previous OOD detection

datasets use OOD examples from wholly different data gen-

erating processes. For instance, previous work uses the De-

scribable Textures Dataset [9], Places365 scenes [58], and

synthetic blobs to test ImageNet OOD detectors. To our

knowledge we propose the first dataset of OOD examples

collected for ImageNet models.

et al. [19] define adversarial examples [49] as “inputs to

machine learning models that an attacker has intentionally

designed to cause the model to make a mistake.” Most ad-

versarial examples research centers around artificial `p ad-

versarial examples, which are examples perturbed by nearly

worst-case distortions that are small in an `p sense. Su et

al., 2018 [47] remind us that most `p adversarial examples

crafted from one model can only be transferred within the

same family of models. However, our adversarially filtered

images transfer to all tested model families and move be-

yond the restrictive `p threat model.

Out-of-Distribution Detection. For out-of-distribution

(OOD) detection [27, 39, 28, 29] models learn a distribu-

tion, such as the ImageNet-1K distribution, and are tasked

with producing quality anomaly scores that distinguish be-

tween usual test set examples and examples from held-out

anomalous distributions. For instance, Hendrycks et al.,

2017 [27] treat CIFAR-10 as the in-distribution and treat

Gaussian noise and the SUN scene dataset [52] as out-of-

distribution data. They show that the negative of the max-

imum softmax probability, or the the negative of the clas-

sifier prediction probability, is a high-performing anomaly

score that can separate in- and out-of-distribution examples,

so much so that it remains competitive to this day. Since that

time, other work on out-of-distribution detection has con-

tinued to use datasets from other research benchmarks as

anomaly stand-ins, producing far-from-distribution anoma-

lies. Using visually dissimilar research datasets as anomaly

stand-ins is critiqued in Ahmed et al., 2019 [1]. Some pre-

vious OOD detection datasets are depicted in the bottom

row of Figure 3 [28]. Many of these anomaly sources are

unnatural and deviate in numerous ways from the distribu-

tion of usual examples. In fact, some of the distributions

can be deemed anomalous from local image statistics alone.

Next, Meinke et al., 2019 [41] propose studying adversar-

ial out-of-distribution detection by detecting adversarially

optimized uniform noise. In contrast, we propose a dataset

for more realistic adversarial anomaly detection; our dataset

contains hard anomalies generated by shifting the distribu-

tion’s labels and keeping non-semantic factors similar to the

original training distribution.

Spurious Cues and Unintended Shortcuts. Models

may learn spurious cues and obtain high accuracy, but for

the wrong reasons [38, 16]. Spurious cues are a studied

problem in natural language processing [8, 20]. Many

recently introduced NLP datasets use adversarial filtration

to create “adversarial datasets” by sieving examples solved

with simple spurious cues [44, 4, 56, 13, 6, 25]. Like this

recent concurrent research, we also use adversarial filtra-

tion [48], but the technique of adversarial filtration has not

been applied to collecting image datasets until this paper.

Additionally, adversarial filtration in NLP removes only

the easiest examples, while we use filtration to select only

the hardest examples and ignore examples of intermediate

difficulty. Adversarially filtered examples for NLP also do

not reliably transfer even to weaker models. In Bisk et al.,

2019 [5] BERT errors do not reliably transfer to weaker

GPT-1 models. This is one reason why it is not obvious a

priori whether adversarially filtered images should transfer.

In this work, we show that adversarial filtration algorithms

can find examples that reliably transfer to both weaker and

stronger models. Since adversarial filtration can remove

examples that are solved by simple spurious cues, models

must learn more robust features for our datasets.

Robustness to Shifted Input Distributions. Recht et al.,

2019 [42] create a new ImageNet test set resembling the

original test set as closely as possible. They found evi-

dence that matching the difficulty of the original test set

required selecting images deemed the easiest and most ob-

vious by Mechanical Turkers. However, Engstrom et al.,

2020 [14] estimate that the accuracy drop from ImageNet

to ImageNetV2 is less than 3:6%. In contrast, model accu-

racy can decrease by over 50% with IMAGENET-A. Bren-

del et al., 2018 [7] show that classifiers that do not know the

spatial ordering of image regions can be competitive on the
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