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Abstract

We tackle the challenging task of image change caption-

ing. The goal is to describe the subtle difference between

two very similar images by generating a sentence caption.

While the recent methods mainly focus on proposing new

model architectures for this problem, we instead focus on

an alternative training scheme. Inspired by the success of

multi-task learning, we formulate a training scheme that

uses an auxiliary task to improve the training of the change

captioning network. We argue that the task of composed

query image retrieval is a natural choice as the auxiliary

task. Given two almost similar images as the input, the

primary network generates a caption describing the fine

change between those two images. Next, the auxiliary net-

work is provided with the generated caption and one of

those two images. It then tries to pick the second image

among a set of candidates. This forces the primary net-

work to generate detailed and precise captions via having

an extra supervision loss by the auxiliary network. Further-

more, we propose a new scheme for selecting a negative set

of candidates for the retrieval task that can effectively im-

prove the performance. We show that the proposed training

strategy performs well on the task of change captioning on

benchmark datasets.

1. Introduction

Change is an inevitable part of a dynamic environment.

There has been much attention in the community for a vari-

ety of change detection tasks [10, 27, 28, 13, 22, 23, 31].

While localizing the change has been the cornerstone of

these works, it requires a deeper level of understanding to be

able to semantically refer to the change. From a user’s per-

spective, describing (captioning) the change between two

images provides a more meaningful way of understanding

the difference between images. The task of change cap-

tioning aims to describe the change between two images by

generating a detailed sentence about the change of objects

in these images. Note that in this task, we are only inter-

ested in changes at the object level (e.g. changes in terms of

What's the difference between these two images?

“ The big green shiny
cube in front of the
big purple object
became purple. ”

Figure 1: (Best viewed in color) Given two very similar im-

ages, the goal of change captioning is to describe the subtle

difference between these two images. The difference can

be in terms of objects’ color, texture, position, addition or

removal, etc.

object color, position, etc), i.e. we do not want to generate

captions for changes in terms of viewpoints, light condition,

etc. Some early works [13, 22, 23] in this area assume that

there is always an object change between a pair of input im-

ages. This assumption does not always hold in a real-world

application. In many cases, no object has been changed be-

tween the two images. Instead, it is only the viewpoint that

is different (e.g. a moving robot can see a scene from two

different viewpoints and should be able to distinguish that

it is the same scene observed from different angles/lighting

conditions). To address this limitation, recent work [25]

proposes the task of robust changing captioning where not

all pairs of images exhibit a change – some pairs can be

distractors with similar scenes from different viewpoints.
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In this paper, we also consider the problem of change

captioning with distractors. Our goal is to detect a change

between a pair of images and generate a sentence describing

the change. While previous works mainly focus on propos-

ing new network architectures to better tackle the problem

[31, 25], we instead focus on improved learning strategies

via multi-task learning. Our proposed method consists of

networks for two complementary tasks, namely the primary

task and the auxiliary task.

The primary task in our formulation is the task of change

captioning. Given two images, the goal of the primary task

is to describe the difference between these two images. The

input images are similar to each other and only differ in

very subtle ways (e.g. an object’s color, shape, or position

is changed).

The auxiliary task in our formulation is the composed

query image retrieval [37, 11, 8, 3]. This is an extension

of the image retrieval task. The input to this task consists

of a reference image and a sentence that defines the user’s

desired modification on the reference image. The model

should then pick a candidate among a set of images. The

candidate should look like the reference image, but differ

from it according to the desired modification.

We argue that the aforementioned two tasks are naturally

complimentary to each other. As a result, we can use the

auxiliary task to help the primary task during learning. We

propose a joint learning scheme for these two tasks. In-

spired by the works on cycle-consistency [42, 29, 9], our

proposed learning scheme sequentially performs the pri-

mary and the auxiliary tasks in a way that the output of one

task is the input to the other task. These two tasks can rein-

force each other during training. For example, the learning

scheme forces the primary task to generate a good caption

to be used as the input to the auxiliary network. If the cap-

tion generated by the primary network is not reliable, the

auxiliary network would fail to retrieve the correct image.

This will produce an auxiliary loss which is then used to

further train the primary network.

The contributions of this paper are manifold.

• First, we propose a new learning scheme for the task

of change image captioning that involves using an aux-

iliary task to improve the performance of the primary

task.

• Second, we further improve our proposed learning

scheme by defining a new strategy for selecting hard

negative samples for the auxiliary task of composed

query image retrieval.

• Finally, we show that our proposed method can im-

prove the performance of a change captioning task

by performing empirical experiments on the CLEVR-

Change dataset and the Spot-the-diff dataset.

2. Related Work

Our work is related to two lines of research, namely, im-

age captioning and change detection. We briefly review rel-

evant work on these topics.

Image Captioning: Image captioning [22, 39, 1, 40, 2, 12,

5, 4] has been studied extensively in recent years. Vinyals et

al. [36] propose one of the earliest methods for image cap-

tioning which utilize LSTM modules. Xu et al. [39] extend

the former model by introducing visual attention. Visual

attention has been proved to be an effective technique for

the image captioning models and has been used extensively

since then [5, 4, 12, 24].

While early works on image captioning mainly use re-

current modules (specifically LSTM layers) for the caption

generation, there has also been work on using the convolu-

tional or self-attention mechanism. Anega et al. [2] replace

the LSTM module with a fully convolutional module that

noticeably improves the training time of these networks.

With the introduction of transformers and self-attention lay-

ers, BERT-based models [35, 7] have been shown to be

successful for a variety of language tasks. These model

have also been applied in vision-language tasks as well

[32, 4, 12, 17, 18, 38].

Our method is closely related to standard image caption-

ing. But in our setting, the input is a pair of images instead

of a single image. Our goal is to generate the caption to de-

scribe the difference between these two images rather than

describing the content of a single image.

Change Detection: Detecting changes in an environment

has been an active field of study in computer vision. There

has been work on finding the change between two (or more)

images. Change detection has been applied in aerial and

satellite imagery [20, 34, 41] for applications such as natural

disaster management [10], observing land dynamics [15],

etc.

Most change detection tasks focus on finding changes in

the pixel space. However, if we want the system to inter-

act with users, it is more favorable to present the detected

change in a human-readable form, such as describing the

change using natural language. This has led to a new line

of research called the image change captioning [13]. Early

works in this area use the Spot-the-diff dataset [13] which

has two major flaws: 1) it assumes that there is always a

change between each pair of images and 2) it is a relatively

small dataset (∼13K images in total). To overcome this is-

sue, Park et al. [25] propose a new problem called the robust

change captioning and introduce a new larger dataset called

the CLEVR-Change that is based on the popular CLEVR

engine [14]. This dataset better evaluates the performance

of change captioning systems since some of the pairs in the

dataset are the same image from different viewpoints. They

also propose an attention-based model called DUDA. Re-

cently, Shi et al. [31] propose a method to simulate hu-
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man visual attention for better localization of the change.

While these methods focus on proposing new network ar-

chitectures for change captioning, we propose a new train-

ing technique that can be applied to any change captioning

system.

3. Background

In this section, we provide some background on the im-

age change captioning task and the composed query image

retrieval task. Our proposed approach uses the composed

query image retrieval as an auxiliary task to improve the

performance of the primary image change captioning task.

Image Change Captioning: As mentioned in Sec. 1,

the task of image change captioning is to generate a cap-

tion that describes the subtle but important change between

two very similar images. Formally, given a pair of images

(A,B), a model generates a caption describing what has

been changed between A and B:

f(A,B; θP) → Ĉ (1)

where θP denotes the model parameters of the change cap-

tioning network and Ĉ represents the generated caption.

We use the Dual Dynamic Attention (DUDA) model [25]

as the image change captioning network in our work. Al-

though some recent work [31] has reported better perfor-

mance, the code is not available yet. So we choose to build

our approach based on DUDA. Here we briefly describe the

network. DUDA consists of 3 major modules: a feature ex-

traction module, a dual attention visual module, and a cap-

tion generator. The feature extraction module is a ResNet

model trained offline and its weights are frozen. The fea-

ture extractor takes two images A and B as the input. It

then produces 2D feature maps, Af , Bf ∈ R
dv×H×W . A

dual attention module is then applied on (Af , Bf ) and pro-

duces three feature maps capturing the visual information of

the two images (A,B), and the difference between A and

B. An LSTM-based captioning module then generates the

words in the caption based on these three feature maps.

Composed Query Image Retrieval: This task can be seen

as the opposite of the image change captioning task. Given

an image and a caption describing some desired modifica-

tion, the goal of this task is to retrieve the result of the mod-

ification among a set of image candidates [37, 11]. More

formally, given an image A and a text sentence C describ-

ing the desired modification to be applied on A, the goal is

to retrieve an image B̂ from a candidate set S.

g(A,C|S; θA) → B̂ (2)

Let B be the resulting image of applying the modification

C on the image A. Ideally, B and B̂ should be the same

image. We use a modified version of TIRG [37] model as

our network for the composed query image retrieval. TIRG

encodes the input image (A) and the modification text (C)

using CNN and LSTM, respectively. Next, the textual fea-

ture is added to the visual feature to generate a single feature

vector representing the composed query. The feature vector

for the composed query and the visual feature vector of each

candidate image I ∈ S are then projected onto a common

feature space. Using a nearest-neighbor strategy, the clos-

est candidate image to the composed query is selected and

retrieved.

4. Our Approach

Our proposed approach is based on the following key

observation. Image change captioning and composed query

image retrieval are two closely related problems. In this

paper, we call them the primary task and the auxiliary task,

respectively. If we have good models for both tasks, these

two models should have the following cycle consistency

[42]. Let (A,B,C) be a sample triplet in the training set

where A and B are two images that are almost identical

to each other but differ in very subtle details, and C is a

sentence describing the subtle difference. Suppose we feed

(A,B) to the primary network (image change captioning)

and produce Ĉ as the output. We then feed (A, Ĉ) to

the auxiliary network (composed query image retrieval)

and produces B̂. We would expect B and B̂ to be close.

Similarly, if we first feed (A,C) to the auxiliary network to

produce B̂, then feed (A, B̂) to obtain Ĉ, we would expect

C and Ĉ to be close (Fig. 2). Based on this observation,

we jointly train these two networks. Note that the training

dataset for the primary task can be easily re-purposed for

the auxiliary task, so we do not need extra training data for

the auxiliary task.

4.1. Joint Primary and Auxiliary Networks

The main novelty of this work is that we propose a new

approach to train the primary network by coupling it with

the auxiliary network. We use the DUDA and TIRG (see

Sec. 3) as our primary and auxiliary networks, respectively.

But our proposed method is not limited to these specific

choices. It can be applied with any other network archi-

tectures for image chance captioning or composed query

retrieval, respectively.

Based on recent advances in using auxiliary task learning

to improve the primary task [19, 33, 21, 30], we propose to

couple the primary and the auxiliary tasks, then train them

jointly. Given a (A,B,C) triplet representing two images

(A,B) and a caption C describing the difference between

these two images, our proposed method involves two stages

for training.

Primary → Auxiliary: The first stage involves feeding the

image input (A,B) into the primary network and using the

generated caption along with one of the images A as the
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Network
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Figure 2: Overview of our approach. Given a triplet (A,B,C) from the training set, where (A,B) are image pairs and C is

the caption describing their difference, our method involves jointly training two networks for the primary and the auxiliary

tasks. The training involves two stages. In the first stage (“Primary → Auxiliary”), we feed (A,B) to the primary network

to generate a caption Ĉ, then feed (A, Ĉ) as the input to the auxiliary network. In the second stage, we feed (A,C) to the

auxiliary network to retrieve B̂ from a set of S candidate images, then feed (A, B̂) to the primary network. These two stages

form a cycle consistency. The candidate set S is constructed differently depending on the training epoch. See the main text

for details.

input to the auxiliary network. More specifically, consider

θP and θA to be the parameters of primary and auxiliary

networks, respectively. We first input A and B to the pri-

mary network. The primary network generates a caption

Ĉ = {ŵi}
|Ĉ|
i=0 where ŵi is the i-th word in the caption.

Each word ŵi is chosen from a vocabulary V . We use P to

denote the softmax scores for each word at each time step

as the output of the primary network:

P = f(A,B; θP) (3)

where P ∈ R
|Ĉ|×|V| is a matrix representing the probability

score of each word in the vocabulary being selected as the

word at each time step in the generated caption. In other

words, Ĉ is obtained by picking the word with the highest

probability at each time step according to P .

Let EĈ be a matrix representing the embedding of each

word in the caption Ĉ. The input to the auxiliary net-

work is then (A, EĈ). The auxiliary network has a visual-

textual module k(A, EĈ ; θK) which extracts a feature vector

of (A, EĈ). For a candidate image B for retrieval, the aux-

iliary network uses an image encoder g(B; θG) to extract a

feature vector of B. Note that k(·, ·; θK) and g(·; θG) have

the same dimensions. The similarity between k(A, EĈ ; θK)
and g(B; θG) is used to measure how good B is as the re-

trieved result.

Note that if we naively feed discrete words in Ĉ to an

LSTM module to get the embedding vector EĈ , this will

make the pipeline non-differentiable. As a result, the learn-

ing signal will not be able to propagate from the auxil-

iary network to the primary network. To address this is-

sue, we propose to use a soft word selection based on their

softmax scores (i.e. P ) instead of words themselves. Let

Wemb ∈ R
|V|×de be the word embedding matrix for the

auxiliary network where de is the dimension of the word

embedding, we define a soft word embedding layer as fol-

lows:

EĈ = P ×Wemb (4)

where EĈ ∈ R
|Ĉ|×de is the soft embedding of words in the

generated caption.

We then use the image A and the generated caption Ĉ

(represented as EĈ) as the input to the auxiliary network.

The auxliary network also has access to a set of n candi-

date images S = {Ij}
n−1
j=1 ∪ B. The goal of the auxiliary

network is to retrieve one image from S that best matches

(A, Ĉ). This can be achieved using a batch-based classi-

fication [37]. Let θA = {θG , θK} be the parameters of the

auxiliary network. We are given a batch β of training exam-

ples. Each sample i in the batch has the form (Ai, Ei, Bi)
where

Ei = f(Ai, Bi; θP)×Wemb, i = 1, 2, ..., β (5)

We can define the following batch-based classification

loss:

Laux =
1

β

β
∑

i=1

−log
{ e

〈

k(Ai,Ei;θK),g(Bi;θG)
〉

∑β

j=1 e

〈

k(Ai,Ei;θK),g(Bj ;θG)
〉

}

(6)

where < ·, · > is the dot-product of two vectors as the sim-

ilarity measure.
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Auxiliary → Primary: The second stage for the training

starts with the auxiliary network. Given (A,C) where C is

the ground-truth caption describing the difference between

A and B, the auxiliary network tries to pick B among a set

of candidate images S = {Ij}
n−1
j=1 ∪ B. However, since

the hard selection operation is not differentiable, we adopt a

soft selection strategy as follows. We first compute the joint

representation of (A,C) using the multi-modal module in

the auxiliary network:

R = k(A, EC ; θK) (7)

where EC is a matrix representing the embedding of words

in the caption C by applying an embedding layer with

weight Wemb, and R ∈ R
dr is the joint representation vec-

tor. We also encode each Ij ∈ S using the visual module of

the auxiliary network to obtain Ĩj :

Ĩj = g(Ij ; θG) ∀Ij ∈ S (8)

where Îj ∈ R
dr . We define S̃ as the matrix representing

encoded images in the candidate set, i.e. S̃ = {Ĩ}nj=1 ∈

R
n×dr . The soft selection is calculated by first computing a

set of n weights denoted by ω:

ω = Softmax(S̃ ·R) (9)

where ω ∈ R
n. We now softly select (generate) from the

candidate set using weights calculated above:

B̂ =

n
∑

j=1

ωj Ĩj (10)

We now feed (A, B̂) as input to the primary network.

The output of the primary network at each time step i is a

|V|-sized vector pi representing the Softmax scores for each

word in the vocabulary. To generate the predicted caption,

we can take the word that maximizes the score as the pre-

dicted word in i-th time step according to pi. To calculate

the primary network’s loss function during training, we use

the negative likelihood of the words in the ground-truth cap-

tion according to the Softmax output:

Lpri = −
∑

wi∈C

log(pi(w
i)) (11)

C = {w1, · · · , wCn} Cn = |C| (12)

4.2. Model Training

We jointly train primary and auxiliary networks end-to-

end for 60 epochs using the Adam optimizer [16]. The

learning rate is set to 5e− 3. Following [25], we also use a

pre-trained ResNet 101 trained on ImageNet [6] as our fea-

ture extractor for the primary network. Other modules are

trained from scratch. We alternate between the two stages

from one batch to another.

Negative Sample Selection: Selecting the right candidate

set for the auxiliary network is crucial since it has a direct

effect on the primary network. Selecting an easy-to-pick set

of candidates will cause the auxiliary network to converge

quickly. This will cause Laux to diminish fast and provide

little gradient for the primary network to train. On the other

hand, a very hard set of candidates at the beginning of the

training prevents the network from converging since Laux

will be high.

To circumvent this issue, we propose the following cur-

riculum learning strategy. In the early epochs of training,

we provide the auxiliary network with a relatively easy

set of candidates to choose from. In the later epochs, we

switch to a harder set of images. More specifically, dur-

ing early epochs, we use n − 1 random images plus B

to form the candidate set S. This helps the model to first

learn to distinguish between B and other images in S, i.e.

S = {Ij}
n−1
j=1 ∪ B. Once the model has learned this task

(Laux becomes small), we construct S differently. We ran-

domly select n − 2 and add to them both A and B to form

S, i.e. S = {Ij}
n−2
j=1 ∪ {A,B}. So we have:











S = {Ij}
n−1
j=1 ∪B epoch < ξ

S = {Ij}
n−2
j=1 ∪ {A,B} epoch ≥ ξ

(13)

where epoch denotes the current training epoch and ξ is a

predefined threshold which defines the epoch at which we

start using the hard negative sampling strategy.

From the captioning perspective, the easy set helps the

model to learn to produce generally good captions, while

the hard samples push the model to focus on subtle details

in the images and generate fine-detailed captions.

Putting everything together, the network is trained using

a weighted loss function:

Lfinal = (1− γ)Lpri + γLaux (14)

where 0 ≤ γ ≤ 1 determines the weight for the auxiliary

loss function.

5. Experimental Results

We perform empirical experiments to evaluate the per-

formance of the proposed method on the change captioning

task.

5.1. Dataset and Setting

We use the CLEVR-Change [25] dataset to evaluate the

performance of our approach. CLEVR-Change is a syn-

thetic dataset that is generated using the CLEVR engine
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Method B4 C M R S

Capt-Pix-Diff [25] 30.2 75.9 23.7 - 17.1

Capt-Rep-Diff [25] 33.5 87.9 26.7 - 19.0

Capt-At [25] 42.7 106.4 32.1 - 23.2

Capt-Dual-Att [25] 43.5 108.5 32.7 - 23.4

DUDA [25] 47.3 112.3 33.9 - 24.5

VAM [31] 50.3 114.9 37.0 69.7 30.5

Ours 51.2 115.4 37.7 70.5 31.1

Table 1: Performance of the proposed method on the entire

CLEVR-Change dataset. Metrics indicated by “-” are not

reported by the authors. Numbers are taken from respective

papers. Our proposed method improves the performance of

DUDA which uses the same base network. B4, C, M, and

R, S are BLEU-4, CIDEr, METEOR, and ROUGE-L, Spice,

respectively.

Method B4 C M R S

Changed Pairs Only

DUDA 42.9 94.6 29.7 - 19.9

Ours 49.9 101.3 34.3 65.4 27.9

Distractor Pairs Only

DUDA 59.8 110.8 45.2 - 29.1

Ours 62.4 116.3 50.5 53.9 35.0

Table 2: Performance of the proposed method evaluated

only on the changed pairs (top) vs. the performance eval-

uated only on the distractor pairs (bottom) on the CLEVR-

Change dataset. B4, C, M, and R, S are BLEU-4, CIDEr,

METEOR, and ROUGE-L, Spice, respectively.

Method B4 C M R

DDLA [13] 0.081 0.340 0.115 0.283

DUDA 0.081 0.325 0.118 0.291

Ours 0.081 0.345 0.125 0.299

Table 3: Performance of our method against DUDA and

DDLA on the Spot-the-diff dataset. B4, C, M, and R are

BLEU-4, CIDEr, METEOR, and ROUGE-L, respectively.

[14]. Due to its flexibility in generating different scenar-

ios, CLEVR has become a standard tool to create diagnostic

datasets for a variety of vision-language applications.

CLEVR-Change has 67660, 3976, and 7970 samples for

training, validation, and test splits, respectively. The image

pairs are categorized into two scenarios: distractor pairs,

and changed pairs. Distractor pairs are those in which no

object has been changed between two images. However,

the camera view has changed from one image to another.

A successful model should predict that there has been no

change for distractor pairs. Changed pairs are those sam-

Method B4 C M R S

Ours (easy set only) 51.0 115.2 37.3 70.4 30.8

Ours (easy+hard set) 51.2 115.4 37.7 70.5 31.1

Table 4: Performance of the proposed method when only

providing the auxiliary network with the easy set of candi-

dates (first row) vs. the performance when using a dynamic

strategy and switching to hard sample sets after a certain

epochs. Other settings remain identical in both cases. Our

method benefits from the dynamic strategy and the result

has been improved. B4, C, M, and R, S are BLEU-4, CIDEr,

METEOR, and ROUGE-L, Spice, respectively.

(a) (b) (c)

Figure 3: (Best viewed in color) Examples of two types of

pairs in the dataset. (a) and (b) form a “changed pair” since

there is a change at the object level (red → yellow). (a) and

(c) form a “distractor” pair since there is only viewpoint

change.

ples in which there is a change at the object level from one

image to the other. Changes can be 1) changing an object’s

color; 2) changing an object’s texture; 3) adding a new ob-

ject to the scene; 4) removing one object from the image;

and 5) moving an object to a new position. Each image pair

in the dataset is accompanied by a sentence describing the

change or expressing the absence of any changes depending

on the scenario. Fig. 3 shows a sample of each of these two

scenarios.

To compare with other methods, we also report the

performance of our method on Spot-the-difference dataset

[13]. This dataset contains 13,192 images of mostly park-

ing lots. Each pair of images differ in a subtle change. There

are two key differences between Spot-the-diff and CLEVR-

change: 1) the camera in Spot-the-diff is fixed while in

CLEVR-change the viewing changes from one image to the

other in the pair, and 2) there are no distrators in Spot-the-

diff, i.e. one can assume that there is always a change be-

tween two images. These differences make CLEVR-change

a more challenging benchmark for the task of image change

captioning.

We use PyTorch [26] for implementation and jointly

train the primary and auxiliary networks end-to-end for 60

epochs using Adam optimizer [16]. The learning rate is

set to 5e − 3. We report our experimental results in terms

of BLEU@1, BLEU@2, BLEU@3, BLEU@4, CIDEr,

SPICE, METEOR, Rouge-L [25].
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5.2. Results

Results on CLEVR-Change: We present the results of our

method on the entire CLEVER-Change dataset in Table 1.

We compare our method against other state-of-the-art meth-

ods. Our approach outperforms DUDA [25] which uses the

same base network. The performance of our method is also

on par with VAM [31] which uses a different network archi-

tecture. Since the code of VAM is not released yet, we can-

not build our approach based on VAM. Also, note that [31]

has reported improved results using reinforcement learning

as postprocessing. In order to keep the comparison fair,

we report the results of the VAM version without this ex-

tra postprocessing in Table 1. Note that the focus of this

work is not on proposing a new architecture for change cap-

tioning, but proposing a training scheme that can improve

the performance of any given change captioning network

including VAM.

Results on Changed Pairs: Table 2 (top rows) provides

the results of evaluating our proposed method only on pairs

of images that have a changed object. Our method outper-

forms the DUDA method which uses the same change cap-

tioning network as our primary network.

Results on Distractor Pairs: Finally we present our result

on evaluating only on distractor pairs in Table 2 (bottom

rows). These image pairs only have the camera angle/scene

lighting change. Again we see a similar trend. Our method

significantly outperforms DUDA.

Results on Spot-the-diff: We report the performance of our

method on the Spot-the-diff dataset in Table 3. Again, our

method outperforms other alternative approaches.

Qualitative Examples: We present some qualitative exam-

ples in Fig. 4. The proposed method generates captions that

are semantically similar to the ground-truth captions. Note

that in the last example, there is no change at the object

level between the two input images. Instead, these two im-

ages only have a viewpoint change. The caption generated

by our method correctly indicates that there is no change

between these two images.

5.3. Ablation Study

We perform additional ablation studies to further ana-

lyze various aspects of the proposed approach. Specifically,

we are interested to measure the effect of dynamic negative

set selection on the overall performance. Also, we provide

a break-down performance of our method on various types

of change for the semantically changed pairs. All ablation

studies are performed on the CLEVR-Change dataset.

Effect of Using Hard Negative Samples: To identify the

effect of easy vs. hard candidate set, we perform two exper-

iments and report the result in Table 4. For the first exper-

iment, we train the networks using only the easy candidate

sets, i.e. S only contains one image from (A,B). In the sec-

ond experiment, we start our training by constructing S as

an easy set. After certain epochs (30 in our case), we start

to provide the hard set for the auxiliary network, namely,

put both A and B among the n candidate images. Table 4

clearly demonstrates that the later strategy is superior to the

former strategy which only uses easy candidate sets.

The result of this experiment make intuitive sense. Con-

sider the case where the generated caption from the primary

network (Ĉ) along with image A is the input to the auxil-

iary network. When the easy set is solely used to train the

auxiliary network, eventually the auxiliary network learns

to distinguish the right image from the candidate set even

if the generated caption Ĉ is not very accurate. This is be-

cause A and B are very similar to each other and only differ

in one change. So if only easy candidate sets are provided

to the auxiliary network, it eventually learns to ignore the

input caption and picks the image in the candidate set that

is most similar to the input image. This causes the auxiliary

loss to become extremely low and does not provide much

gradient flow for the primary network supervision.

To avoid this issue, it is essential to dynamically increase

the task difficulty for the auxiliary task so that it does not

converge prematurely or learn to ignore Ĉ. Using this

dynamic method, the auxiliary loss provides a much more

reasonable gradient flow throughout the training process

and improves the performance of the primary network as

seen in Table 4.

Result per Change Category: We also provide the break-

down results of our method for different change categories

in Table 5. The proposed method effectively improves the

performance of the DUDA network by a large margin in

almost every category.

6. Conclusion

We have proposed a new training scheme for the task of

image change captioning. Our proposed scheme uses the

composed query image retrieval as an auxiliary task to im-

prove the primary task of image change captioning. The

two networks of these tasks are jointly trained in a sequen-

tial fashion. Our learning scheme enables the auxiliary task

to provide an extra level of supervision for the primary task.

This scheme along with a proposed candidate set selection

for the image retrieval task proves to be effective for im-

proving the performance of primary network. Our exper-

imental results demonstrate the effectiveness of our pro-

posed approach.
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CIDEr METEOR SPICE

Method C T A D M C T A D M C T A D M

Capt-Pix-Diff [25] 4.2 16.1 30.1 27.1 18.0 7.4 16.0 24.4 20.9 18.2 1.3 6.8 11.4 10.6 9.2

Capt-Rep-Diff [25] 44.5 21.9 50.1 49.7 26.5 19.2 18.2 25.7 23.5 18.9 8.2 8.8 12.1 12.0 9.6

Capt-At [25] 112.1 75.9 91.5 98.4 49.6 30.5 25.4 30.2 31.2 22.2 17.9 16.3 19.0 22.3 14.5

Capt-Dual-Att [25] 115.8 82.7 85.7 103.0 52.6 32.1 26.7 29.5 31.7 22.4 19.8 17.6 16.9 21.9 14.7

DUDA [25] 120.4 86.7 108.2 103.4 56.4 32.8 27.3 33.4 31.4 23.5 21.2 18.3 22.4 22.2 15.4

Ours 120.8 89.9 119.8 123.4 62.1 36.1 30.4 37.8 36.7 27.0 29.7 27.4 31.4 30.8 23.5

Table 5: Performance of the proposed method compared with other state-of-the-art approaches on each category of change.

The changes categories are : Color Change (C), Texture Change (T), Adding an object (A), Deleting an Object (D), and

Moving an Object (M).

Ours: the tiny green metal block that is

behind the big purple matte thing

is no longer there

GT: the small green metallic block

that is behind the large red metal-

lic object has disappeared

Ours: the small yellow shiny cylinder

that is behind the small cyan rub-

ber thing turned cyan

GT: the small yellow shiny cylinder

that is to the left of the small

brown shiny thing became cyan

Ours: he large brown metallic sphere

that is behind the big cyan matte

thing turned cyan

GT: the big brown metal sphere be-

hind the yellow metallic thing

turned cyan

Ours: the scene remains the same

GT: there is no change in the scene

Figure 4: (Best viewed in color) Qualitative examples of our method. The first three rows depict the cases where there is

a change at the object level between the two input images, such as object removal, change in object texture, and change in

object color, respectively. The last row shows a case in which there is no semantic change between two images.
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