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Abstract

Hand gesture-to-gesture translation is a significant and

interesting problem, which serves as a key role in many ap-

plications, such as sign language production. This task in-

volves fine-grained structure understanding of the mapping

between the source and target gestures. Current works fol-

low a data-driven paradigm based on sparse 2D joint rep-

resentation. However, given the insufficient representation

capability of 2D joints, this paradigm easily leads to blurry

generation results with incorrect structure. In this paper, we

propose a novel model-aware gesture-to-gesture translation

framework, which introduces hand prior with hand meshes

as the intermediate representation. To take full advantage

of the structured hand model, we first build a dense topology

map aligning the image plane with the encoded embedding

of the visible hand mesh. Then, a transformation flow is

calculated based on the correspondence of the source and

target topology map. During the generation stage, we inject

the topology information into generation streams by modu-

lating the activations in a spatially-adaptive manner. Fur-

ther, we incorporate the source local characteristic to en-

hance the translated gesture image according to the trans-

formation flow. Extensive experiments on two benchmark

datasets have demonstrated that our method achieves new

state-of-the-art performance.

1. Introduction

Hand gesture-to-gesture translation aims to convert the

source gesture to the target one conditioned by the target

posture, while preserving identity information. This prob-

lem is of significant importance with broad applications

in sign language production, data augmentation, human-

computer interactions, etc. Hand exhibits highly articulated

joints and covers almost uniform appearance with fewer

local characteristics compared with rigid human bodies or
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Figure 1. Illustration of gesture-to-gesture translation. The first

and second row visualize the intermediate condition and generated

image of the previous method [34] and our method, respectively.

The samples are chosen from the STB dataset. Our method ex-

hibits more accurate spatial structure and fine-grained details.

faces. As a result, it is characterized by more fine-grained

texture with self-occlusion and poses a new challenge on

learning the precise correspondence between the source and

the target for the task of gesture-to-gesture translation.

Previous methods [34, 19] encode the gesture state via

2D sparse joint representation. The source hand images are

translated according to the optical flow learned from the

source and target 2D joints. GestureGAN [34] attempts

to learn the mapping under two novel losses in a cycle-

consistency manner. As shown in Fig. 1, we visualize the

intermediate representation and generated image by previ-

ous work and our method. It can be observed that the gen-

erated image by the comparison method contains incorrect

and blurry structure, while our method produces the image

with more fidelity in fine-grained details.

Previous methods follow a direct data-driven paradigm

and suffer unsatisfactory results due to limited representa-

tion capability and intrinsic ambiguity of 2D sparse hand

pose [34, 26]. To tackle this issue, we incorporate hand

prior and propose a model-aware gesture-to-gesture trans-

lation framework. Since hand gesture-to-gesture translation

needs fine-grained understanding of hand pose, shape and

texture, we attempt to depict the hand status more informa-

tively. Specifically, we extract the hand representation in

a model-aware way. The hand model provides a compact

mapping from the latent pose and shape embedding to the

high-dimensional hand mesh representation. It is a fully-
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differentiable statistical model, which stores prior knowl-

edge learned from a large variety of hand scans. With this

model, the hand is reconstructed with more details, while

irrational hand poses are filtered out. During the extrac-

tion process, we only need to estimate the latent embedding

and camera parameter matching the image. To this end, our

method provides two alternative effective ways, including

direct regressing and iterative fitting.

To fully exploit structure information contained in the

hand mesh representation, we first build the dense topology

map for the source and target, and transformation flow be-

tween them. Specifically, we unravel the surface of the hand

model and create its flattened representation in 2D space.

Then each hand mesh face visible in the aligned image

plane is encoded with its corresponding position embedding

from the flattened surface representation. The transforma-

tion flow is derived by calculating the correspondence be-

tween the source and target. In this way, the dense topology

map and their transformation flow preserve abundant struc-

ture information for the next stage. When turning to the

gesture synthesis stage, we modulate the structure into gen-

eration streams in a spatially-adaptive manner. To further

enhance the translated hand gesture, we adaptively incorpo-

rate local characteristics with the attention mechanism.

Our contributions are summarized as follows,

• To our best knowledge, we propose the first model-

aware gesture-to-gesture translation framework, con-

sisting of three key modules, i.e., hand representation

extraction, hand topology modeling and gesture syn-

thesis.

• We introduce hand prior with hand meshes as the in-

termediate representation, and propose an alternative

hand representation extraction method based on itera-

tive fitting besides the direct regressing way.

• Extensive experiments on two widely-used bench-

marks, i.e., STB and Senz3D, demonstrate the effec-

tiveness of our proposed method, achieving new state-

of-the-art performance. Our generated gesture images

have more accurate spatial structure with better fine-

grained details.

2. Related Work

In this work, we will briefly review the related topics,

including pose-guided image translation, gesture-to-gesture

translation and hand representation.

2.1. Pose­Guided Image Generation

Pose-guided image generation aims to generate an im-

age by combining the appearance of an object in the source

image and the target pose in the target image. Existing

methods on pose-guided image generation mainly focus on

the human image generation [29, 18, 5, 26]. Deformable-

GAN [29] introduces deformable skip connections into the

generator to move local information according to human

structural deformations. VU-Net [6] employs a U-Net [28]

to generate person images conditioned on the appearance

vector encoded by a variational autoencoder [16]. Ren et

al. [26] propose a global-flow local-attention framework

to generate vivid clothes textures for targets. Gesture-to-

gesture translation is also a pose-guided image generation

problem in which the output image is generated by warping

the source hand image while the gesture of the output image

is conditioned by the target hand posture.

2.2. Gesture­to­Gesture Translation

In recent years, more and more researchers have turned

their attention to gesture-to-gesture translation. Several

methods [19, 34] have been proposed to translate the hands

from one gesture to another based on hand keypoints, skele-

ton, etc. For instance, Liu et al. propose a generative adver-

sarial network, GestureGAN [34], with a novel color loss

for high-quality results. Tang et al. [19] introduce a ∆-

GAN, which performs this task in the wild with a simple-

to-draw annotation. However, the above methods represent

pose with only 2D keypoints, which often leads to artifacts

and unreasonable finger configuration in the final generated

image. It is partially attributed to the limited representation

capability of 2D keypoints. Complex hand posture with

self-occlusion may cause ambiguous expression of pose,

which will result in blurry or incorrect translation results.

2.3. Hand Representation

Hand plays an important role in the human-centric video

understanding, where recovering hand poses and shapes

from images enables many real-world applications, includ-

ing data augmentation, virtual reality, etc. There exist many

methods focusing on sparse hand poses, i.e., 2D or 3D

skeletal articulations [30, 3, 40, 11, 36, 2]. Compared with

sparse representation, modeling hand densely is able to ex-

press more information. Previous models utilize various

techniques, including modeling the shape primitive [23],

sum-of-Gaussians [32], sphere-mesh [35], etc. However,

these models only roughly approximate the hand shape with

artifacts. Further, a triangulated mesh with linear blend

skinning (LBS) is adopted to make the model more real-

istic. Da La Gorce et al. [4] propose a triangulated hand

model with the scaling terms for each bone to change hand

shape. MANO [27] is the most popular hand model, and

applied to hand tracking [9], hand pose estimation [1], etc.

It is a fully-differentiable statistical model, learned from a

large variety of hand scans. Considering the capability of

MANO to deform the hand mesh with the pose and learned

pose-dependent shape corrections, in this work, we adopt it

to depict the gesture state with incorporated hand prior.
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Figure 2. The overview of our framework, which contains three components: Hand Representation Extraction, Topology Modeling and

Hand Gesture Synthesis. Hand Representation Extraction depicts the gesture state with expressive model-aware representation. Topology

Modeling encodes the hand topology aligning the 2D image plane and calculates the transformation flow between the source and target.

Hand Gesture Synthesis further takes advantage of the structure information and generates the reconstructed target image.

3. Our Approach

In this section, we first give an overview of our frame-

work. Then we elaborate each component and loss function

of the framework. Under our task definition, our framework

generates hand images conditioned by target poses which

maintain realistic appearance and fine-grained textures of

the source hand. As shown in Fig. 2, our framework intro-

duces hand prior and depicts the hand gesture status with

more expressive high-dimensional model-aware represen-

tation, jointly with the estimated camera parameter. Then

we unravel the hand surface to the flattened 2D space and

encode the visible hand mesh face with the position embed-

ding in this flattened space. Through this way, we are able

to get the dense hand topology map and further calculate the

transformation flow between them. Finally, these interme-

diate representations are fed into the generation streams to

generate the reconstructed target image.

3.1. Hand Representation Extraction

MANO hand model. Considering the limited representa-

tion capability of 2D pose, we choose to represent the hand

more densely with hand prior incorporated. Specifically,

we choose the fully differentiable MANO to generate the

model-aware hand representation. MANO [27] provides

a compact mapping from the low-dimensional pose θ and

shape β to the triangulated hand mesh M ∈ R
Nv×3 with

Nv =778 vertices and Nf =1538 faces. Specifically, the

pose and shape are constrained in a lower dimensional PCA

space to produce a physically plausible mesh. The PCA

space is learned from a large dataset of 3D articulated hand

scan. The mapping function is formulated as follows,

M(β,θ) = W (T(β,θ), J(β),θ,W), (1)

T(β,θ) = T̄+BS(β) +BP (θ), (2)

where BS(·) and BP (·) denote shape and pose blend func-

tions, respectively. W is a set of blend weights. Based on

the pose and shape corrective blend shapes, i.e., BP (θ) and

BS(β), the hand template T̄ is posed and skinned. Further,

by rotating each part around joints J(β) using the linear

skinning function W (·) [15], the output mesh is generated.

Besides the hand mesh, a more compact 3D representation

J̃3D can also be derived by the relevant vertices, where the

original MANO model provides 16 3D joints. To keep con-

sistent with the widely-used OpenPose annotation, we fur-

ther add 5 extra vertices as the fingertips. Thus totally 21

3D joints are derived.

To make the model-aware hand representation match the

given RGB image, the MANO input, i.e., θ and β, along

with the camera parameter, needs to be accurately esti-

mated. To this end, we introduce the following two meth-

ods, i.e., direct regressing and iterative fitting method.

Direct CNN regressing. We adopt the widely used frame-

work [1] with a few modifications. The RGB gesture

frame is fed into the ResNet34 [10] to generate a high-

dimensional semantic representation, followed by a fully-

connected layer to directly regress the latent embedding,

i.e., θ and β, and the camera parameter c for projecting

the mesh to the 2D image plane.
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Iterative model fitting. Besides the direct regressing

method, latent embedding can also be derived from itera-

tive fitting. Specifically, we fit the model to 2D hand joints

by minimizing the following objective function,

E(β,θ, c) = Ej + λlEl + λrEr, (3)

where Ej , El and Er denote the joint, link and regulariza-

tion term, respectively. For the joint term Ej , it attempts to

minimize the distance between the 2D joints as follows,

Ej =
∑

i

µiωiG(Πc(J̃3D)i)− Ji), (4)

where Πc(·) denotes the projection function based on the

camera parameter c and J denotes the 2D hand joints from

manual annotation or off-the-shelf 2D joint extractor as su-

pervision. To reduce the influence of noisy label, we adopt

the GeMan-McClure penalty function G(·) [7] with weight-

ing parameter (µi and ωi for predefined per-joint and label

confidence weight, respectively).

Since the joint-level constraint may ignore the hand

structure, we further add a link term as follows,

El =
∑

i,j

||(Πc(J̃3D)i)− Πc(J̃3D)j)| − |Ji − Jj ||. (5)

Besides, to make the model produce a plausible mesh, a

regularization term is added as follows,

Er = ‖θ‖
2
2 + wβ‖β‖

2
2, (6)

where wβ denotes the weighting factor.

3.2. Topology Modeling

Given the model-aware hand representation, we first

build dense hand topology depicting the hand status align-

ing to the 2D image plane. Specifically, we first unravel

the hand surface and construct the mapping from the mesh

face to the flattened 2D space, i.e., F ∈ R
Nf×2 [22]. The

same mesh face will have the same mapping representation,

ignoring what posture the hand mesh represents, and vice

versa. Then, the model-aware hand representation is ren-

dered based on the estimated camera parameter c as fol-

lows,

{S,V} = R(M|c), (7)

where R(·) denotes the rendering function, S and V de-

note the binary hand silhouette mask and visible hand mesh

index map aligning the 2D RGB image. For the area cor-

responding to the hand region, we index each visible mesh

face to the flattened space, and encode each face with its

position embedding in this space as follows,

O(i, j) =

{
~0, S(i, j) = 0,

F(V(i, j)), S(i, j) = 1,
(8)

where O denotes the aligned dense hand topology map with

the same size as the original RGB image. The generated

topology contains kind of geometric continuity: parts be-

longing to the same finger will have relatively close dis-

tance in the flattened space. Given topology maps between

the source and target, the transformation flow T is derived

by calculating their correspondence.

3.3. Hand Gesture Synthesis

We design an image generation network aware of the

fine-grained hand structure, as shown in Fig. 2. It con-

sists of three branches: Background Branch, Reconstruction

Branch and Translation Branch.

The Background Branch inpaints the background

cropped from the source image. The Reconstruction Branch

does not directly generate the component of the final out-

put. Instead, it takes the hand image cropped from the

source image as input and reconstructs the source image

cooperating with the Background Branch. In our network,

the Reconstruction Branch works as an autoencoder. It in-

jects the features of the middle layer into the Translation

Branch to assist the generation of the final output in an

attention-sampling manner. In the Translation Branch, we

first warp the source image with the transformation flow ob-

tained from the topology modeling stage and synthesize a

rough image of the transferred foreground. The rough im-

age is fed into a U-Net based generator [28]. Then the gen-

erator fuses the features from the Reconstruction Branch

and finally generates the refined hand foreground. The gen-

erated foreground and background of the transfer result are

merged in the Background Fusion module to generate the

final hand gesture image.

To take full advantage of structure information contained

in hand representation, we adopt the spatially-adaptive nor-

malization (SPADE) [24] to make the network aware of

the inserted the structure information. The SPADE injects

the condition information into the generation streams by

modulating the activations with a spatially-adaptive, learned

transformation, which is formulated as follows,

hi+1
c,y,x = γi

c,y,x(m)
hi
c,y,x − µi

c

σi
c

+ βi
c,y,x(m), (9)

where hi
c,y,x and hi+1

c,y,x are the input and output activation

of SPADE. µi
c and σi

c are the mean and standard devia-

tion of the input activation. γi
c,y,x(m) and βi

c,y,x(m) are

the spatially-adaptive transformation learned from the input

conditional map m.

In the SPADE structure, we take the aforementioned

topology map O obtained from the second stage as the con-

ditional map m. As mentioned above, the topology map

encodes the visible hand mesh face with position embed-

ding in the flattened surface space. It presents the structure
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and boundary information, which is significant to generate

structured texture with fine-grained details.

For generation of the target image, the features from the

source image are warped according to transformation flow

to align with the target hand gesture when fused with the

Translation Branch. Some previous methods [13, 29] sam-

ple at a single point, which ignores contextual information

and often leads to blurry and inaccurate results. Thus, we at-

tempt to sample from a local patch in an adaptive, learnable

manner by attention-based sampling [26]. The attention-

based sampling is described as follows,

f l
attn =

∑

u

∑

v

K
l(u, v)Nl+Tl

S
(u, v), (10)

where the output activation value at the position l is denoted

as f l
attn, and N

l+Tl

S
is the patch extracted from the source

features at the position l +Tl according to the transforma-

tion flow Tl, which is weighted by a learnable kernel Kl.

3.4. Loss Function

Our framework is optimized under the weighted summa-

tion of multiple objective functions, i.e., reconstruction loss,

adversarial loss and regularization loss.

Reconstruction Loss. Since the generation stage needs to

reconstruct both the source and target image, we employ

two reconstruction loss terms. For reconstruction of the

source image, we employ the L1 loss as follows,

Lsrc
rec = ‖xs − x̂s‖1, (11)

where xs and x̂s refer to the ground-truth and reconstructed

source image, respectively. For the reconstruction of the

target image, we employ the perceptual loss [14] as follows,

Ltgt
rec =

∑

i

‖fi(xt)− fi(x̂t)‖1, (12)

where xt and x̂t refer to the ground-truth image and the

reconstructed target image, respectively. fi(·) is the i-th

layer’s feature maps extracted from a pre-trained VGG net-

work [31]. In summary, the overall reconstruction loss is

formulated as follows,

Lrec = Ltgt
rec + λrecL

src
rec, (13)

where the weight λrec is set to 1 in our experiment.

Adversarial Loss. We develop the adversarial learning [8]

on the synthesized images. The adversarial loss regular-

izes the distribution of the generated images to that of the

ground-truth images, which promotes the visual effect of

generated images. For the generator G(·) and the discrimi-

nator D(·), we use the LSGAN−110 [20] loss, which is for-

mulated as follows,

LD
adv = Exr

[(1−D(xr))
2] + Exf

[(1 +D(xf ))
2], (14)

LG
adv = Exf

[D(xf )
2], (15)

where xr indicates the real image distribution while xf in-

dicates the generated image distribution. Meanwhile, we

employ the patch-wise discriminator inspired by [12] in our

adversarial learning.

Regularization Loss. It regularizes the generated fore-

ground mask Ŝ used in the Background Fusion module to

be smooth and roughly equivalent to the original mask S

obtained from the Topology Modeling stage. The regular-

ization on the mask Ŝ smoothness is formulated as follows,

Lsmth
reg =

1

HW

∑

i

∑

j

(‖∇xŜij‖1 + ‖∇yŜij‖1). (16)

The BCE regularization loss is utilized to ensure the rough

equivalence between Ŝ and S, which is formulated as fol-

lows,

Lbce
reg =

1

HW

∑

i

∑

j

(Sij log(Ŝij)+(1−Sij)log(1−Ŝij)).

(17)

Finally, overall regularization loss is formulated as follows:

Lreg = Lbce
reg + λregL

smth
reg , (18)

where the weight λreg is set to 1 in our experiment.

Overall Loss. The final objective function is the weighted

summation of these loss terms as follows,

LG = λ1Lrec + λ2L
G
adv + λ3Lreg, (19)

where λ1, λ2 and λ3 are the weighting factors to balance

different types of losses. In our experiment, λ1, λ2 and λ3

are set to 10, 10, and 1, respectively.

4. Experiments

4.1. Experiment Setup

Datasets. To evaluate the effectiveness of our method,

we train and test our framework on two popular datasets,

i.e., STB [37] and Senz3D [21]. The STB dataset contains

18,000 images each recording a person performing various

dynamic gestures under various backgrounds. It also pro-

vides the ground-truth 2D and 3D hand joint annotation.

Senz3D [21] includes static gestures from 4 people. Each

person performs 11 various static gestures 30 times in the

frontal view of a Creative Senz3D camera, containing a total

of 1320 images. Since it contains no annotation on the hand

pose, we use the OpenPose [30] as the extractor. In both

datasets, all images are in the same resolution of 640×480.

Implementation Details. For iterative model fitting, we

utilize the L-BFGS optimizer with the Wolfe line search.
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Figure 3. Qualitative comparisons with several state-of-the-art methods including GestureGAN [34], Pose-Attn [39] and Global-Local [26]

on the STB (the left) and Senz3D (the right) datasets. Compared with our method, the images generated by these previous methods show

inferior performance on the spatial structure and fine-grained details.
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Figure 4. Qualitative results of translating the same source image to a target pose sequence in a frame-by-frame manner. We visualize

3 clips from one generated video sequence. In each clip, 3 continuous frames are extracted. It can be observed that images generated

by GestureGAN [34] change intensely in detail when target poses change slightly. In contrast, the images generated by our method are

coherent in detail under this circumstance.

The optimization follows a multi-staged approach similar

to [25]. We first estimate the camera parameter. Then

we optimize the input of hand model by gradually lower-

ing weight for regularization term and increasing weight for

joint and link terms. For the whole framework, we utilize

the Adam optimizer. The training lasts 30 epochs in total.

The learning rate starts at 2e-4 and linearly reduces after 5

epochs. The whole framework is implemented on PyTorch

and we perform experiments on NVIDIA RTX TITAN.

For the STB dataset, since the hand only covers a rela-

tively small region, we crop the hand region based on the

2.2 times width of the least square surrounding the 2D an-

notation. Then we resize the cropped image to 256 × 256.

For the Senz3D dataset, since the hand has a dominant size,

we directly resize the original image to 256× 256.

Evaluation Metrics. We design an evaluation protocol

to indicate the performance of different gesture-to-gesture

translation methods, including both quantitative and qual-

itative evaluation. For quantitative evaluation, Structural

Similarity Index Measure (SSIM), Inception Score (IS) and

Learned Perceptual Similarity (LPIPS) [38] are employed

to evaluate the generated images. Given the generated im-
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Methods
STB Senz3D

SSIM ↑ IS ↑ LPIPS ↓ SSIM ↑ IS ↑ LPIPS ↓

GestureGAN 0.9979 2.45±0.04 0.0939 0.9876 5.55±0.27 0.2042

Pose-Attn 0.9978 2.24±0.08 0.1360 0.9830 6.23±0.39 0.2295

Global-Local 0.9980 2.39±0.02 0.0923 0.9884 5.54±0.18 0.1317

Our (Reg.) 0.9988 2.61±0.04 0.0611 - - -

Ours (Fit.) 0.9979 2.38±0.04 0.0764 0.9888 6.26±0.27 0.1169

Table 1. Comparison with the state-of-the-art methods on gesture-to-gesture translation, i.e., GestureGAN [34], and pose-guided person

generation, i.e., Pose-Attn [39] and Global-Local [26]. Notably, due to the lack of 3D hand annotation in Senz3D, Ours (Reg.) cannot be

applied on this dataset. ↑ indicates the higher the better, while ↓ indicates the lower the better.

Layers Metrics

D R1 R2 U SSIM ↑ IS ↑ LPIPS ↓

0.9979 2.48±0.03 0.0759

X X 0.9982 2.55±0.03 0.0693

X X 0.9980 2.39±0.03 0.0723

X X 0.9978 2.38±0.03 0.0769

X X X X 0.9980 2.54±0.03 0.0733

Table 2. Ablation study on different locations inserting the SPADE

layer on the STB Dataset. D, R1, R2, U represent the downsam-

pling layers, the first half of the residual blocks, the latter half of

the residual blocks and the upsampling layers, respectively. ↑ in-

dicates the higher the better, while ↓ indicates the lower the better.

age x and the ground-truth image y, the SSIM metric is

formulated as follows,

SSIM(x, y) =
(2µxµy + c1)(2σxy + c2)

(µ2
x + µ2

y + c1)(σ2
x + σ2

y + c2)
, (20)

where µx and µy are the average of image x and y while

σ2
x and σ2

y are the variance of image x and y. σxy refers

to the covariance of image x and y. c1 and c2 refer to two

variables to stabilize the division with weak denominator.

Given the generated image x, the IS metric is calculated as,

IS(x) = eEx[DKL(p(y|x)||p(y))], (21)

where y is the label predicted by a pre-trained Inception

model [33]. p(y) and p(y|x) refer to distribution of the label

y and conditional distribution of y based on x, respectively.

DKL(·) denotes the K-L diversity. The LPIPS metric is de-

fined as a weighted perceptual similarity between the gen-

erated image x and the ground-truth image y, which can be

formulated as follows,

LPIPS(x, y) =
∑

l

1

HlWl

∑

h,w

‖wl ⊙ (fx,l

hw − f
y,l

hw)‖
2

2, (22)

where f
x,l
hw and f

y,l
hw are the feature of the generated image

x and the ground-truth image y from layer l extracted by a

pretrained AlexNet [17].

4.2. Comparison with the State­of­the­art Methods

We compare our method with several state-of-the-art

methods on gesture-to-gesture translation [34] and pose-

guided person generation [39, 26]. The quantitative results

on STB and Senz3D are reported in Table 1. It demonstrates

that our method outperforms previous methods. When

Target

Image
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D-R1

R1-R2

R2-U

All

Figure 5. Qualitative comparison among different locations insert-

ing the SPADE structure. D, R1, R2 and U denote the downsam-

pling layers, the first half of the residual blocks, the latter half of

the residual blocks and the upsampling layers, respectively. Un-

der the setting D-R1, the generated images demonstrate more fine-

grained details and reasonable shading.

compared with challenging Global-Loal [26], our method

achieves a relative 33.8% and 11.2% gain under the LPIPS

metric on STB and Senz3D, respectively.

Furthermore, we make qualitative comparison with pre-

vious methods mentioned above. From Fig. 3, it can be

observed that, due to the insufficient representation capabil-

ity of 2D joints, previous methods cannot generate the im-

ages that exactly match the posture of the target images with

fine-grained details. In contrast, by taking full advantage of

expressive model-aware representation, the images gener-

ated by our method exhibit sharper edges and more details

such as fingernail and palm print. This is because the trans-

formation flow is more meticulous and precise compared to

the flow learned by the network in previous methods.

In addition, as shown in Fig. 4, we visualize the gener-

ated video by translating the same source image to a target

pose sequence in a frame-by-frame manner. Previous meth-

ods often suffer flickering and discontinuities, which is par-

tially attributed to the semantically inaccurate 2D joints. In
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contrast, our framework can generate more fluent video.

4.3. Ablation Study

In this subsection, we perform several ablation studies

to verify the impact of different designs on the SPADE and

attention sampler structure in our framework. We report the

results in Table 2 and Table 3.

In the ablation of the SPADE structure, we take the net-

work without SPADE as the basic setting, where the con-

dition information is fed into the network by concatenating

with the input image. As shown in Table 2, it can be ob-

served that our method achieves the best performance when

we adopt the SPADE structure on the encoding part, includ-

ing the downsampling layers and the first half of the resid-

ual blocks. This is due to the fact that the condition fed

into the network by concatenating with the input image is

“washed away” during forward propagating of the network.

The SPADE plays the role of constantly reminding the net-

work aware of the structure information. However, due to

the potential gap between the structure information and vi-

sual images, adopting the SPADE on the decoding part may

have a misleading effect. Additionally, we analyze the vi-

sual results under these different settings. In Fig. 5, it can be

seen that under the setting D-R1, which adopts the SPADE

structure on the encoding part, the generated images contain

the most fine-grained details and reasonable shading.

Based on the best setting in the ablation of SPADE struc-

ture, we further conduct the ablation study on the kernel

size of the attention sampler. When the kernel size in the

attention sampler is set to 1, the attention sampler dete-

riorates into the grid sampler. We take the network with

kernel size 1 as our basic setting. From Table 3, it can be

observed that networks with the attention sampler all out-

perform the network with the simple grid sampler. Among

them, the performance reaches the top when the kernel size

is equal to 5. When the kernel size is larger than 5, too large

patch may contain some irrelevant disturbance resulting in

inferior performance, and increase the computation cost no-

tably. Furthermore, we compare the generated images un-

der these different settings. In Fig. 6, it demonstrates that

the generated images under the setting k = 5 have the most

distinct silhouettes as well as vivid details, which is in line

with the quantitative results. Unless stated, the kernel size

is set to 5 in all experiments.

The above ablation study is performed on utilizing the

directing regressing method to extract hand representation.

We further compare different extraction methods in Table 1.

We denote the direct regressing and iterative fitting method

as Reg. and Fit., respectively. These two methods have

their pros and cons. Fitting only relys on the frame-level

2D keypoints supervision and takes a relatively long pro-

cessing time. Direct regressing has faster inference speed,

however given the domain gap between datasets, the frame-

Target

Image

k = 1

k = 3

k = 5

k = 7

Figure 6. Qualitative comparison among different kernel sizes k

of the attention sampler. Under the setting k = 5, the generated

images have the sharpest edges and the best fine-grained details.

Kernel Size (k)
Metrics

SSIM ↑ IS ↑ LPIPS ↓

1 0.9982 2.55±0.03 0.0693

3 0.9988 2.40±0.03 0.0650

5 0.9988 2.61±0.02 0.0611

7 0.9988 2.53±0.04 0.0639

Table 3. Ablation study on the kernel size k of the attention sam-

pler on STB. k refers to the size of extracted patch. ↑ indicates the

higher the better, while ↓ indicates the lower the better.

work needs to be fine-tuned on the dataset with 3D annota-

tions. In Table 1, it can be observed that these two methods

achieve comparable performance on the STB dataset.

5. Conclusion

In this paper, we introduce hand prior and propose the

first model-aware framework to handle the task of gesture-

to-gesture translation. Our framework first generates ex-

pressive model-aware hand representation from the gesture

image and then builds the dense hand topology map used

for calculating the transformation flow between the source

and target. During gesture synthesis, we further emphasize

the fine-grained structure by modulating the topology in-

formation in a spatially-adaptive way, jointly with the at-

tention mechanism enhancing the final generated gesture

image. Extensive experiments on two widely-used bench-

marks demonstrate the superiority of our framework. Our

method achieves state-of-the-art performance under SSIM,

IS and LPIPS metrics, and shows better fine-grained struc-

ture than previous methods.
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