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Figure 1: Image rain removal in the real world. PReNet [23] and Syn2Real [34] are among the state-of-the-art supervised

and semi-supervised methods, respectively. All the methods are trained on DDN-SIRR [29]. The top and bottom rows show

that MOSS can remove more rain streaks while preserving better background textures (Note that the missing traffic markings

may cause serious accidents in autonomous driving).

Abstract

Deep learning based methods have shown dramatic im-

provements in image rain removal by using large-scale

paired data of synthetic datasets. However, due to the var-

ious appearances of real rain streaks that may differ from

those in the synthetic training data, it is challenging to di-

rectly extend existing methods to the real-world scenes. To

address this issue, we propose a memory-oriented semi-

supervised (MOSS) method which enables the network to

explore and exploit the properties of rain streaks from both

synthetic and real data. The key aspect of our method

is designing an encoder-decoder neural network that is

augmented with a self-supervised memory module, where

items in the memory record the prototypical patterns of

rain degradations and are updated in a self-supervised way.

Consequently, the rainy styles can be comprehensively de-

rived from synthetic or real-world degraded images with-
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out the need for clean labels. Furthermore, we present a

self-training mechanism that attempts to transfer derain-

ing knowledge from supervised rain removal to unsuper-

vised cases. An additional target network, which is updated

with an exponential moving average of the online deraining

network, is utilized to produce pseudo-labels for unlabeled

rainy images. Meanwhile, the deraining network is opti-

mized with supervised objectives on both synthetic paired

data and pseudo-paired noisy data. Extensive experiments

show that the proposed method achieves more appealing re-

sults not only on limited labeled data but also on unlabeled

real-world images than recent state-of-the-art methods.

1. Introduction

Single image deraining (SID), also known as image rain

removal, refers to restoring clean and rain-free background

scenes from a single rainy image. It is significant for a

wide range of outdoor computer-vision tasks, such as au-
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tonomous driving and video surveillance, where images

captured in rainy days are often heavily degraded in visual

quality. SID is a difficult problem since degraded images in

the real world may contain rain streaks and accumulation of

complex patterns and various appearances.

Recently, deep learning based methods have been intro-

duced into single image deraining and contributed to dra-

matic improvements. However, most of these CNN based

methods [8, 31, 37, 33, 23, 3, 14] rely on paired rain/clean

images to train their networks in a fully supervised way.

Since the intractability to obtain labeled real rainy images,

existing methods are typically trained on synthetic rain

datasets [8, 41]. But there are significant gaps between

synthetic and real rainy images, where the authentic degra-

dations are much more complex. As a result, the mod-

els trained on synthetic datasets may generalize poorly to

practical applications in the real world. To address this is-

sue, Wei et al. [29] firstly propose a semi-supervised learn-

ing framework to simultaneously utilize supervised and un-

supervised knowledge for image deraining. They model

the real rain residual through a likelihood term imposed

on a Gaussian mixture model and minimize the Kullback-

Lerbler divergence between the distributions of synthetic

and real rain. Subsequently, Yasarla et al. [34] propose a

Gaussian-process (GP) based semi-supervised method that

uses GP to model the latent features of rainy images and cre-

ate pseudo-labels for the unlabeled data. Although existing

semi-supervised methods [29, 34] have achieved promising

results, it is still challenging to model various appearances

of rain and separate complex overlappings of rain and back-

ground information for real-world degraded images. For ex-

ample, as shown in Fig. 1, it is difficult to correctly estimate

the rain degradations when background textures (like the

traffic markings) have similar appearances with rain streaks.

Therefore, real-world rain removal remains an open and

challenging problem, leaving much room for improvement.

In this paper, we present a memory-oriented semi-

supervised (MOSS) learning framework to fully utilize

unlabeled real-world images for better generalization of

rain removal. Specifically, we design a memory-oriented

encoder-decoder network (MOEDN) to learn the patterns

of rain and recover rain-free background images. As il-

lustrated in Fig. 2, MOEDN consists of an encoder to ex-

tract rain features from an input image, a memory mod-

ule to model the appearances of rain degradations, and a

decoder to recover rain-free background images. Between

the encoder and decoder, a skip-connection following by a

subtraction operation is added to ensure that the encoding

should focus on rain degradations rather than background

information. The memory module is employed to record

various appearances of rain, where each item in the mem-

ory corresponds to prototypical features of rainy patterns.

The encoding of MOEDN is served as a query to retrieve

the most relevant items in the memory, and then these items

are aggregated based on soft-attentive reading. The memory

module is updated in a self-supervised way, i.e., each mem-

ory item is updated using an exponential moving average of

such query features that the memory item is the nearest one

to them. In the training phase, we iteratively optimize the

memory module and the rest parts of the network, making it

possible to deeply explore the patterns of rain degradations

without the need for clean labels.

In addition, we present a self-training mechanism to su-

pervise the unlabeled data by transferring deraining knowl-

edge of rain removal on synthetic datasets. We employ

an additional target network, which is updated with an

exponential moving average of the online deraining net-

work (i.e., MOEDN) to produce pseudo-labels for unla-

beled rainy images. Then, we generate noisy data and their

labels by randomly mixing the synthetic/real images as the

background and the synthetic or pseudo rain residuals. Fi-

nally, the online network is trained by supervised objectives,

i.e., the pixel-wise L1 loss, on both synthetic paired data and

pseudo-paired noisy data. Furthermore, we adopt a Total-

Variance loss function to slightly regularize the smoothness

of unsupervised rain removal. The self-training mechanism

augments the diversity of rain degradations from both syn-

thetic and real-world rainy images, thus leading to robust-

ness towards complex and volatile rainy scenes in the wild.

The main contributions are summarized as follows:

• A novel memory-oriented transfer learning framework

is proposed to conduct semi-supervised image derain-

ing on both labeled synthetic data and unlabeled real-

world data.

• A memory-oriented encoder-decoder network is pro-

posed to recover rain-free background images. A self-

supervised memory module is presented to adaptively

model various appearances of rain degradations.

• A self-training mechanism is proposed to transfer

knowledge from supervised deraining to unsupervised

cases. The use of noisy data paired with pseudo-labels

generated by a target network improves the robustness

of image deraining.

• Extensive experiments on different datasets demon-

strate that the proposed approach outperforms existing

methods both quantitatively and qualitatively.

2. Related Works

2.1. Single Image Deraining

Single image deraining has witnessed significant ad-

vance in the past decade. In traditional methods, Luo et
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al. [20] present discriminative sparse coding (DSC) to re-

move rain streaks from the raining part of images and pre-

serve background textures. Li et al. [19] adopt Gaussian

mixture models (GMM) to accommodate various types of

the rain streaks. Zhu et al. [41] utilize layer-specific priors

to judge rainy regions to promote the removing process.

Recently, plenty of deep learning based works have

sprung up thanks to the proposal of deep neural network [7,

6, 5]. Fu et al. [8] employ image priori knowledge via pay-

ing attention on high-frequency details. Yang et al. [31]

present a joint network of rain detection and removal to

estimate rain locations and densities. Following [8, 31],

many CNN-based methods have been proposed to improve

the accuracy of rain removal. According to the research

focus, they can be roughly divided into two types, one

of which is prior-based and the other is architecture-based

(Note many works involve both). The prior-based meth-

ods resort to rain-related priors, such as rain density [37],

rain mask [36], scene depth [13, 16], confidence maps [33],

image segmentations [39], background details [28, 3], and

rain layers [27, 25], to guide the separation of rain and

background. Besides, many works [22, 28, 40] employ

GAN [10] to learn domain specific priors to regularize rain

removal. The architecture-based methods attempt to de-

velop advanced network architectures to promote image de-

raining. Specifically, residual architectures [4, 14], residual

sub-networks [24], recurrent frameworks [18, 23, 14], pyra-

mid network [9], and auto-searched architectures [17] are

studied to explore multiple-scale features. In addition, re-

searchers set out to add diverse categories of attention mod-

ules [22, 15, 18, 13, 26] to proposed networks.

To improve the generalization of deraining in the real

world, several previous works [29, 34] based on semi-

supervised learning have been proposed. Wei et al. [29]

adopt a likelihood term imposed on a Gaussian mixture

model and minimize the Kullback-Lerbler divergence be-

tween the synthetic and real distributions of rain. Yasarla et

al. [34] employ Gaussian-process to model the latent fea-

tures of rain and generate pseudo-labels to supervise the

unlabeled data. Different from them, we utilize a mem-

ory module to learn the statistics of rain in a self-supervised

way, and a self-training scheme to incorporate the unlabeled

data into training the deraining networks.

2.2. Memory Networks

The most classical neural networks with memory are re-

current neural networks (RNNs), including long short-term

memory (LSTM) [12] and Gated Recurrent Unit (GRU) [1],

which have dominated the domain of processing sequential

data through deep learning. To overcome the limitations of

RNNs in performing memorization, memory networks were

firstly proposed by Weston et al. [30] to reason with an addi-

tional memory component for the task of question answer-

ing. Then memory-based models have been applied to var-

ious tasks, including computer vision ones, such as image

captioning [2], image colorizing [35], text-to-image synthe-

sis [42], and video object segmentation [21]. Our work is

inspired by these works, but it is the first attempt to augment

deraining networks with a memory module that is updated

in a self-supervised way, allowing semi-supervised learning

for real-world rain removal.

3. Proposed Method

We propose a novel memory-oriented semi-supervised

deraining framework for real-world rain removal. Fig. 2

and Fig. 3 illustrate the proposed memory-oriented encoder-

decoder network and the self-training mechanism, respec-

tively. In the following, a detailed introduction to each com-

ponent of our method is given.

3.1. MemoryOriented EncoderDecoder Network

3.1.1 Network Architectures

As shown in Fig. 2, the proposed MOEDN consists of an en-

coder E, a memory module M , and a decoder G. Given an

input x ∈ R
3×H×W sampled from a set of rainy images X ,

the encoder firstly extracts such features z(x) ∈ R
c×h×w

that represent the image degradations caused by rain. Then

z(x) serves as a query to retrieve the most relevant items

in the memory. The memory module M ∈ R
m×c, where

m is the number of memory items, is updated in a self-

supervised way to keep each memory item ei ∈ R
c close

to such queries that ei is the most relevant one to them. Af-

ter updating the memory module, memory-based represen-

tations ẑ(x) ∈ R
c×h×w are achieved by retrieving again the

memory items using z(x) and aggregating them by soft at-

tention. Finally, the decoder predicts rain-free background

images from the memory-based representations ẑ(x) and

the skipped features s(x) from the encoder. During training,

the memory module as well as the encoder and decoder are

updated iteratively, allowing exploring and recording new

patterns of rain degradations.

The encoder consists of a convolution layer that maps

the input x into the feature maps s(x), and a stack of resid-

ual blocks to extract rain-relevant representations z(x) of

size c × h × w. Symmetrically, the decoder consists of

a stack of residual blocks to map the memory-based rep-

resentations ẑ to the rain-residual features g(x) that have

the same size with s(x), and a convolution layer followed

by a Tanh layer that reconstructs clean background images.

An operation of subtraction is injected into the decoder to

conduct element-wise subtraction between the skipped fea-

tures s(x) and the rain-residual features g(x). This ensures

that the major components of the encoder, i.e., the resid-

ual blocks in E, should focus on extracting rain-relevant

features rather than preserving background details that are
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Figure 2: Memory-oriented encoder-decoder network (MOEDN). It consists of an encoder that extracts latent features of

rainy degradations, a self-supervised memory module that records various rain degradations, and a decoder that recovers

clean background images. ⊖ denotes the operation of element-wise subtraction.

irrelevant to rain degradations. Besides, RBκ in Fig. 2 de-

notes a stack of κ basic residual layers (κ is set to be 4 in this

paper), and RBκD and RBκU denote those with down-

sampling and up-sampling, respectively. More details about

the network architectures are in Appendix A.

3.1.2 Self-Supervised Memory Module

As outlined in Fig. 2, the proposed memory M ∈ R
m×c

consists of m memory items, where the dimension of each

item ei ∈ R
c is the same with the channel number of the

encoding z(x) ∈ R
c×h×w. For simplicity, we reformu-

late z(x) as z(x) ∈ R
c×n = {zT1 (x), ..., z

T
n (x)}, where

zj(x) ∈ R
c (j = 1, ..., n), and n = h × w. Taking zj(x)

as a query, we retrieve the most relevant memory items and

update M in a self-supervised way. Then memory-based

representations ẑ(x) are achieved through aggregating the

memory items based on soft attention.

Self-Supervised Updating. To explore prototypical pat-

terns of rain degradations, the memory M is designed with

a self-supervised updating strategy based on the similarity

of the query z(x) and the memory items. Firstly, we com-

pute the cosine similarity sij(x) of the ith memory item ei
of M and the jth column vector zj(x) of z(x), defined as

sij(x) =
ei z

T
j (x)

‖ei‖‖zj(x)‖
. (1)

Then, we retrieve the most relevant memory item ek(j)(x)

for zj(x) using

k(j)(x) = argmax
i

sij(x). (2)

Finally, we update the memory items ei based on such a

query zj(x) that has the most relevant item ek(j)(x) = ei:

ei ← τ ei + (1− τ)

∑
x∈X

∑n

j=1 ✶(k(j)(x) = i) zj(x)∑
x∈X

∑n

j=1 ✶(k(j)(x) = i)
,

(3)

where τ ∈ [0, 1] is a decay rate. In practice, we update ei
iteratively with the parameters of the encoder and decoder,

where X in Eq. (3) is a batch of rainy images. We term

this strategy as self-supervised updating since the moving

averages are generated in an unsupervised manner.

Soft-attentive Reading. After updating the memory

module, we reconstruct rainy features ẑ(x), i.e., memory-

based representations, through reading the memory items

according to the query z(x). One intuitive manner to attain

ẑ(x) is based on hard-attention, which directly selects the

most similar memory item ek(j)(x) to zj(x) as the recon-

structed feature ẑj(x), i.e., ẑj(x) = ek(j)(x), where k(j)(x)
is computed by Eq. (2). However, it is intractable for such

manner to back-propagate gradients from the decoder to the

encoder. To deal with it, we employ a soft-attention based

reading strategy to allow gradient back-propagation.

Firstly, we compute again the similarity matrix S(x) =
{sij(x)|i = 1, ...,m, j = 1, ..., n} by Eq. (1) with the up-

dated memory items. Then, the attention A = {aij |i =
1, ...,m, j = 1, ..., n} is obtained by a softmax operation:

aij =
exp(sij)∑m

i=1 exp(sij)
. (4)

Finally, the memory-based representations are computed by

an attention-based aggregation of memory items:

ẑj(x) =
m∑

i

aij ei. (5)

Note that since the memory items are expected to be up-
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dated in a self-supervised manner, they are not updated us-

ing back-propagated gradients during memory reading.

3.2. SelfTraining Mechanism

To further improve the accuracy of deraining with the

help of unlabeled data, we present a self-training mecha-

nism to transfer supervised knowledge of deraining to unsu-

pervised rain removal. As outlined in Fig. 3, the proposed

self-training mechanism consists of two processes, one of

which is supervised and the other is unsupervised. The total

training algorithm is given in Appendix B.

Supervised Deraining. The supervised deraining uti-

lizes labeled data to train the online deraining network fθ,

i.e., MOEDN, where the optimization objective is a pixel-

wise L1 loss, defined as

LSU = ‖fθ(xl)− yl‖1, (6)

where θ denotes the parameters of the online MOEDN, xl

and yl are the input and ground-truth image, respectively.

Unsupervised Deraining. Inspired from MoCo [11]

that uses a momentum encoder for self-supervised represen-

tation learning, we employ an additional target network fξ
to produce pseudo-labels for unlabeled data. fξ is updated

with an exponential moving average of the online network

fθ. After each training step, ξ is updated as following:

ξ ← υ ξ + (1− υ) θ, (7)

where υ ∈ [0, 1] is a decay rate.

As outlined in Fig. 3, for every unlabeled image xu from

a rainy image set XU , we employ the target network fξ
to produce its corresponding pseudo-label fξ(xu), which

makes up the corresponding pseudo-label set YP for XU .

Then we obtain a set of rainy residuals

R = {x− y|(x, y) ∈ (XL, YL) ∪ (XU , YP )}, (8)

where (XL, YL) and (XU , YP ) are the synthetic and pseudo

paired sets, respectively. Finally, we achieve a noisy data

set XN through data augmentation on the image sets, in-

cluding XL, YL, XU , and YP , together with the rain resid-

ual set R. More precisely, we randomly sample an image

x̂ ∈ XL ∪ YL ∪XU ∪ YP with its corresponding label ŷ (A

clean image’s label is itself), and a residual image r ∈ R.

The noisy image xn is computed as following

xn = T (x̂+ α r), (9)

where α is a random value that is sampled from a uni-

form distribution U(a, b) (specifically, a and b is 0.5 and

1.1 here), and T (·) is a clamp function to ensure xn has

the same range with x̂. Hence, we get paired noisy data

(xn, ŷ). Similar to Eq. (6), we utilize a pixel-wise L1 loss

for the augmented data, defined as

LUN = ‖fθ(xn)− ŷ‖1. (10)

Figure 3: Self-training based deraining. It employs a tar-

get network fξ to produce pseudo labels for unlabeled data,

and then generates noisy data through augmentation from

both the synthetic and pseudo paired images. θ of the on-

line network are trained on the synthetic data as well as the

augmented noisy data, while ξ of the target network are an

exponential moving average of θ.

Note that self-training with augmented noisy data can en-

rich rain patterns during training and improve robustness

towards real-world rain removal.

Total Objective. W adopt a Total Variation regularizer

term to smooth the recovered background image fθ(xn):

LTV = ‖fθ(xn)‖TV . (11)

The total objective for the online network fθ is

Ltotal = λ1 LSU + λ2 LUN + λ3 LTV , (12)

where λ1,2,3 are hyper-parameters to balance each item.

4. Experiments

In this section, we evaluate the proposed method against

the state-of-the-art methods, including both supervised and

semi-supervised ones. We first introduce the datasets and

metrics, following by the implementation details. Then

we conduct two sets of experiments on semi-supervised

deraining. In the first set, we train our network on both

labeled synthetic and unlabeled real-world data to evalu-

ate our method in promoting deraining by leveraging real-

world rainy images. In the second set, we train our network

on synthetic datasets of different percentages of labeled data

to evaluate our method on limited labeled data. Finally, we

give an analysis of time complexity and an ablation study.
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Figure 4: Visual results on DDN-SIRR synthetic test set. Best viewed by zooming in the electronic version.

Figure 5: Visual results on DDN-SIRR real-world test set. Best viewed by zooming in the electronic version.

Table 1: Quantitative results of PSNR on DDN-SIRR synthetic test set. The gain denotes the performance improvement by

the use of real-world data DU .

Dataset Input

Supervised methods trained on synthetic data DL Semi-supervised methods trained on synthetic and real-world data DL +DU

JORDER[31]

(CVPR ’17)

DDN[8]

(CVPR ’17)

DID-MDN[37]

(CVPR ’18)

UMRL[33]

(CVPR ’19)

PReNet [23]

(CVPR ’19)

MSPFN[14]

(CVPR ’20)

DRD[3]

(CVPR ’20)

SIRR [29] (CVPR ’19) Syn2Real [34] (CVPR ’20) Ours

DL DL +DU Gain DL DL +DU Gain DL DL +DU Gain

Dense 17.95 18.75 19.90 18.60 20.11 20.65 19.54 20.34 20.01 21.60 1.59 20.24 22.36 2.12 20.29 22.91 2.62

Sparse 24.14 24.22 26.88 25.66 26.94 26.40 26.47 26.04 26.90 26.98 0.08 26.15 27.26 1.11 25.90 27.78 1.88

4.1. Datasets and Metrics

Datasets. We consider three challenging rain datasets,

i.e., the DDN-SIRR dataset created by Wei et al. [29],

the Rain200H dataset proposed by Zhu et al. [41], and

the Rain800 dataset built by Zhang et al. [38], for

semi-supervised deraining experiments. The DDN-SIRR

dataset [29] is created using both labeled synthetic and un-

labeled real-world data for evaluating the performance of

semi-supervised deraining. The labeled train set contains

9, 100 image pairs of synthetic rain data, and the unla-

beled train set consists of 147 real-world rainy images. The

test set contains two types of data: 10 images of dense

rain streaks and another 10 of sparse rain streaks. The

Rain200H dataset [41] contains 1,800 synthetic image pairs

in the train set and 200 image pairs in the test set. The

Rain800 dataset [38] comprises 800 synthetic image pairs

totally. There are 700 image pairs in the train set and 100
image pairs in the test set.

Metrics. For labeled synthetic data, PSNR and SSIM

are calculated on the RGB space using the scikit-image li-

brary in Python. For unlabeled real-world images, qualita-

tive comparisons are provided through visual observation.

Since no ground-truth labels exist and most of current non-

reference metrics for deraining may be not in agreement

with visual quality [32], we employ user studies to quan-

titatively evaluate the visual quality of deraining results.
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4.2. Implementation Details

The proposed method is trained on the images of pixel-

size 256×256 randomly cropped from the train set and eval-

uated on the images of arbitrary size in the test set. For the

hyper-parameters in Eq. (12), we empirically set λ1 to be

10, λ2 to be 1, and λ3 to be 0.001 to ensure that the network

should pay more attention on supervised deraining than un-

supervised one. The decay rates in Eq. (3) and Eq. (7) are

both set to be a small value, i.e., 0.999, to stabilize the mov-

ing average based updating. For each training step with a

batch-size of 16, we optimize the memory module and the

rest parts of MOEDN iteratively using Eq. (3) and Adam

algorithm with a fixed learning rate of 0.0001. For stability,

we pre-train the network on labeled data using Eq. (6) dur-

ing the first 10 epochs. It takes about 100,000 iterations for

our network to converge. Code and results will be released.

4.3. Experiments on Realworld Data

We compare our method on the DDN-SIRR dataset [29]

against several state-of-the-art methods, including both su-

pervised and semi-supervised ones. For supervised meth-

ods, we compare against JORDER [31], DDN [8], DID-

MDN [37], UMRL [33], PReNet [23], MSPFN [14], and

DRD [3]. They are trained on the labeled train set DL of

DDN-SIRR. For the semi-supervised methods, we compare

against SIRR [29] and Syn2Real [34]. Following the proto-

cols of [29, 34], we train our network on the synthetic train

set DL and the real-world train set DU of DDN-SIRR, and

then conduct evaluations on the synthetic test set.

4.3.1 Comparisons on synthetic test set

The quantitative results of PSNR on the DDN-SIRR syn-

thetic test set are reported in Table. 1. The proposed method

achieves the best performance compared with the state-of-

the-art. Our method performs better than all the supervised

methods that merely use labeled synthetic train data DL.

Even though the supervised version of MOSS trained on

DL achieves only comparable performance against other

methods (because our goal is not exploring the most suit-

able network architectures for deraining), MOSS can im-

prove significantly the accuracy of image deraining through

taking advantage of unlabeled real-world dataDU . Besides,

our method also achieves better performance than the semi-

supervised methods SIRR and Syn2Real. Specifically, the

gain value of our method brought byDU outperforms SIRR

and Syn2Real with significant margins, which implies that

our method can utilize real-world data more sufficiently.

We also provide qualitative results on the DDN-SIRR

synthetic test set in Fig. 4. It can be observed that our

method achieves more promising visual results compared

with other methods. Our method and Syn2Real [34] can

remove most of rain degradations and recover clean back-

MOSS

32.92%

Syn2Real

27.43%

SIRR

11.81%

DRD

12.72%

PreNet

12.82%

Original

2.30%

Figure 6: Averaged selection percentage of user study.

ground images, while others preserve more rain streaks.

Compared with Syn2Real, our method recovers slightly

smoother background scenes (See the background behind

the bird in the top row of Fig. 4).

4.3.2 Comparisons on real-world rainy images

Following [29, 34], we also evaluate the proposed method

on real-world rainy images. Fig. 1 and Fig. 5 show visual re-

sults on the images respectively from Google search and the

DDN-SIRR real-world test set. Our method achieves better

visual effects as compared to other state-of-the-art meth-

ods. PreNet [23] and Syn2Real [34] are among the most

promising previous supervised and semi-supervised derain-

ing methods, respectively. Though, our method can remove

more rain streaks of various appearances (e.g., thin rain

streaks in the top row of Fig. 5) and recover cleaner back-

ground scenes (e.g. the bottom row of Fig. 5) while bet-

ter preserving the structure and details of background. Our

method shows superiority in discriminating between rain

streaks and background textures in the real world. For ex-

ample, our method succeed in removing rain streaks while

keeping the traffic markings in Fig. 1. This may be at-

tributed to the memory module that records various appear-

ances of rain degradations rather than background details.

Besides, we conduct user studies to evaluate the quanti-

tative performance of real-world rain removal. Fig. 6 shows

the averaged selection percentage for each method. As can

be observed, our method achieves the best performance for

real-world rain removal. For space constraints, more details

are provided in Appendix C.

4.4. Experiments on Limited Labeled Data

To demonstrate the effectiveness of the proposed method

on limited labeled data, following [34], we conduct ex-

periments on two synthetic datasets, i.e., Rain200H [41]

and Rain800 [38], of different percentages of labeled data.

Specifically, we run several experiments that train the net-

work using a combination of DL and DU , where DL con-

sists of 10%, 20%, 40%, 60%, and 100% paired images,
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Figure 7: Results on 10% labeled data from Rain200H.

Table 2: Results on limited labeled data from Rain200H.

DL %

Syn2Real Ours

PSNR SSIM PSNR SSIM

DL DL +DU Gain DL DL +DU Gain DL DL +DU Gain DL DL +DU Gain

10% 22.92 23.64 0.72 0.742 0.767 0.025 25.76 26.06 0.30 0.835 0.841 0.006

20% 23.22 24.00 0.78 0.755 0.776 0.021 26.40 26.87 0.47 0.848 0.858 0.010

40% 23.84 24.75 0.91 0.772 0.794 0.022 26.76 26.97 0.21 0.854 0.859 0.005

60% 24.32 25.26 0.94 0.782 0.808 0.026 26.91 26.99 0.08 0.859 0.861 0.002

100% 25.27 – – 0.810 – – 26.99 – – 0.860 – –

Table 3: Results on limited labeled data from Rain800.

DL %

Syn2Real Ours

PSNR SSIM PSNR SSIM

DL DL +DU Gain DL DL +DU Gain DL DL +DU Gain DL DL +DU Gain

10% 21.31 22.02 0.71 0.729 0.750 0.021 23.28 23.79 0.51 0.785 0.820 0.035

20% 22.28 22.95 0.67 0.752 0.768 0.016 23.96 24.68 0.72 0.810 0.840 0.030

40% 22.61 23.60 0.99 0.761 0.788 0.027 24.50 25.53 1.03 0.814 0.852 0.038

60% 22.96 23.70 0.74 0.775 0.795 0.020 25.39 25.66 0.27 0.844 0.855 0.011

100% 23.74 – – 0.799 – – 26.36 – – 0.848 – –

and DU consists of the rest rainy images without labels.

It can be observed from Table 2 and Table 3 that our

method can improve the performance of deraining by uti-

lizing unlabeled data, which verifies the effectiveness of the

proposed semi-supervised deraining framework. Compared

with Syn2Real [34], the proposed method achieves better

quantitative results in both supervised and unsupervised set-

tings. The reason may be that the patterns of rain in the test

set of synthetic datasets may have occurred in the train set

DL, even when DL is very small. Meanwhile, the proposed

method can record the ever-seen patterns, thus leading to

better performance on limited labeled data from synthetic

datasets. The visual results in Fig. 7 also demonstrate that

our method achieves better results on limited labeled data.

4.5. Time Complexity

We compare time complexity of the proposed method

against the state-of-the-art models on a single GPU (TI-

TAN RTX). As illustrated in Fig. 8, the proposed method

achieves the second best performance on time complexity.

It only lags behind DID-MDN [37] with a little margin but

achieves more promising results of rain removal (as shown

in Table 1 and Fig. 5). Therefore, it can be concluded that

the proposed method can achieve pleasing deraining results

with a low computation cost.

4.6. Ablation Study

We conduct an ablation study to gain insight into the re-

spective roles of each part of our method in semi-supervised

Figure 8: The running time (ms) for a 256× 256 image.

Table 4: Results of ablation study on DDN-SIRR.

Dataset Metrics Basic
w/o

Memory

w/o

Self-Training

w/o

TV

w/o

Skip-Connect
Ours

Dense
PSNR 19.99 22.21 20.99 22.68 22.00 22.91

SSIM 0.835 0.870 0.860 0.876 0.858 0.883

Sparse
PSNR 25.74 26.82 25.83 27.58 26.80 27.78

SSIM 0.881 0.906 0.890 0.908 0.900 0.912

image deraining. We utilize the DDN-SSIR dataset [29] to

evaluate the performance on rain removal. The proposed

network without memory module (i.e., ẑ(x) = z(x) in

Fig. 2) and self-training is considered as the basic model.

We remove individually the memory module, the self-

training mechanism, the Total Variation regularizer term

LTV , and the skip-connection in MOEDN from MOSS to

study the roles of them. As illustrated in Table 4, the per-

formance decreases verify that each component of the pro-

posed method is essential for accurate semi-supervised de-

raining. Due to space limitations, a detailed discussion of

these components as well as the decay rates, i.e., τ in Eq. (3)

and υ in Eq. (7), are provided in Appendix D.

5. Conclusion

We proposed a novel memory-oriented semi-supervised

method for single image deraining. It attempts to learn

rain degradations from both labeled synthetic and unlabeled

real-world data. An encoder-decoder network augmented

with a self-supervised memory module is developed to re-

cover rain-free background. The memory module can ex-

plore and exploit various rain degradations without the need

for ground-truth images. Besides, a self-training mecha-

nism is proposed to transfer deraining knowledge from su-

pervised rain removal. Since image deraining is a specific

restoration task that shares many similarities with other low-

level vision tasks, our method is expected to be extended to

various other tasks to boost real-world applications.
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