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Abstract

In unsupervised learning of image features without la-

bels, especially on datasets with fine-grained object classes,

it is often very difficult to tell if a given image belongs to

one specific object class or another, even for human eyes.

However, we can reliably tell if image C is more similar to

image A than image B. In this work, we propose to explore

how this relative order can be used to learn discriminative

features with an unsupervised metric learning method. In-

stead of resorting to clustering or self-supervision to create

pseudo labels for an absolute decision, which often suffers

from high label error rates, we construct reliable relative

orders for groups of image samples and learn a deep neu-

ral network to predict these relative orders. During train-

ing, this relative order prediction network and the feature

embedding network are tightly coupled, providing mutual

constraints to each other to improve overall metric learn-

ing performance in a cooperative manner. During test-

ing, the predicted relative orders are used as constraints

to optimize the generated features and refine their feature

distance-based image retrieval results using a constrained

optimization procedure. Our experimental results demon-

strate that the proposed relative orders for unsupervised

learning (ROUL) method is able to significantly improve the

performance of unsupervised deep metric learning.

1. Introduction

Learning discriminative features to represent images is

an important task in computer vision and machine learning.

Images with the same semantic labels should have similar

features being aggregated into compact clusters in the high-

* corresponding authors

Figure 1. Illustration of the proposed idea of relative orders. If

we only look at images A and B, it is hard to determine if they

are from the same classes or not. But, with image C as reference,

we can reliably tell that images (A,B) are definitely more similar

than images (A,C).

dimensional feature space. Meanwhile, images from differ-

ent classes should be well separated from each other. Re-

cently, methods based on deep neural networks have made

remarkable progress in learning discriminative features for

images [9]. In this work, we consider the unsupervised deep

metric learning where the image class labels are not avail-

able. Furthermore, the test image classes are totally differ-

ent from the training classes.

Existing methods for unsupervised feature or represen-

tation learning attempt to construct pseudo labels using

clustering methods or self-supervision labels based on self

augmentation or pretext tasks [1, 4, 29]. It has been ob-

served that the pseudo labels suffer from high error rates,

especially for datasets with fine-grained object classes. It

has also been recognized that features learned from self-

supervision tasks cannot generalize well to other tasks or

new classes [33]. The key challenge is how to effectively

handle the large intra-class variation and inter-class ambi-

guity. Without labels, how do we tell whether two images
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are from the same class or not. For example, Figure 1

shows two pairs of images (A,B) from the fine-grain CUB

dataset. It is really hard to tell if images A and B are from

the same class (bird species) or not, since we do not have

any reference. Given a set of images without labels, when

determining if two images are from the same class or not,

our human visual system often performs a series of relative

comparisons between images (A,B) and other images. For

example, when a third image C is provided, as illustrated

in Figure 1, we can definitely tell that image B is closer

to A than image C to A. We denote this relative order by

A : B < C. Here, image A is referred to as the anchor

image. We can further extend this relative ordering to a set

of images {Fn|1 ≤ n ≤ N} with anchor image A. If image

Fn is visually closer or more similar to the anchor image A

than Fm, we denote this as A : Fn < Fm.

It should be noted that this relative order analysis is dif-

ferent from the triplet loss or other contrastive loss devel-

oped in the metric learning literature [22, 27] since they re-

quire using the image labels or pseudo labels to construct

positive and negative image pairs for contrastive analysis.

However, our proposed relative order analysis does not need

absolute image labels. Instead, it only needs reference-

based relative comparison and ordering. In unsupervised

learning, it might be very challenging and ambiguous to

tell if two images are from the same classes or not. For

example, many existing methods use k-mean clustering to

generate pseudo labels [27], which are then used to identify

positive and negative pairs for contrastive metric learning.

In our experiments, we have observed that the average accu-

racy for positive and negative pairs during training is about

40-60%, which is quite low. However, it is often much less

challenging, even with high confidence, to tell if an image

is closer to one specific image than others. This motivates

us to explore this relative order analysis for more effective

unsupervised feature learning.

In this work, we propose to explore how these relative

orders can be used to learn discriminative features with an

unsupervised metric learning method. We analyze the un-

certainty involved in relative order analysis and introduce

a ternary relative ordering function. We construct reliable

relative orders for groups of image samples and learn a

deep neural network to predict these relative orders. Dur-

ing training, this relative order prediction network and the

feature embedding network are tightly coupled, providing

mutual constraints to each other to improve overall metric

learning performance. During testing, the predicted rela-

tive orders are used as constraints to optimize the generated

features and refine their feature distance-based image re-

trieval results using a constrained optimization procedure.

Our experimental results demonstrate that the proposed rel-

ative orders for unsupervised learning (ROUL) method out-

performs existing methods by a large margin.

2. Related Work and Major Contributions

This work is related to deep metric learning, self-

supervised representation learning, and unsupervised metric

learning. Most recent deep metric learning methods are fo-

cusing on design effective contrastive loss for learning the

feature embedding network [23, 22]. For example, triplet

loss [22] defines a positive pair and a negative pair based

on the same anchor point. It encourages the embedding dis-

tance of positive pair to be smaller than the distance of neg-

ative pair by a given margin. Movshovitz-Attias et al. [18]

proposed to optimize the triplet loss on a different space

of triplets, called ProxyNCA, which consists of an anchor

data point and similar and dissimilar proxy points that are

learned as well. From a different point of view, Zhai et al.

[35] proposed a NormSoftmax loss for deep metric learn-

ing. Recently, multi-similarity loss [27] considers multiple

similarities and provides a more powerful approach for min-

ing and weighting informative pairs by considering multiple

similarities.

Self-supervised representation learning directly derives

information from unlabeled data itself by formulating pre-

dictive tasks to learn informative feature representations.

Gidaris et al. [7] proposed to predict the image rotation

angle. Zhang et al. [36] proposed to predict the randomly

sampled transformation from the encoded features using the

Auto-encoding transformation (AET). Bachman et al. [1]

proposed a method of self-supervised representation learn-

ing named augmented multiscale deep infoMax (AMDIM)

based on maximizing mutual information between features

extracted from multiple views of a shared context. Misra

et al. [17] developed a pretext-invariant representation

learning (PIRL) that learns invariant representations based

on pretext tasks for self-supervised representation learn-

ing. Wang et al. [26] proposed a transformation gener-

ative adversarial networks (TrGAN) for unsupervised im-

age synthesis and representation learning. O.Pinheiro et al.

[21] proposed view-agnostic dense representation (VADeR)

for unsupervised learning of dense representations, which

learns pixel wise representations by forcing local features

to remain constant over different viewing conditions.

Unsupervised metric learning is a relatively new research

topic. It is a more challenging task since the training classes

have no labels and it does not overlap with the testing

classes. DeepCluster [2] uses k-means clustering to assign

pseudo-labels to the features generated by the deep neu-

ral network and introduces a discriminative loss to train

the network. [13] proposed an unsupervised method to

mine hard positive and negative samples based on manifold-

aware sampling. The feature embedding can be trained with

standard contrastive and triplet loss. Based on deep metric

learning theory, He et al. [8] proposed a momentum con-

trast (MoCo) method for visual representation learning in

an unsupervised manner. Chen et al. [3] proposed a con-
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trastive learning framework (simCLR) for unsupervised vi-

sual representation learning. The Instance method [33, 32]

considered each image as an instance. It optimizes the

instance feature embedding directly based on the positive

augmentation invariant and negative separated properties.

Nguyen et al. [19] proposed to use a deep clustering loss to

learn centroids and generate robust pseudo-labels for bet-

ter deep metric learning. Dutta et al. [5, 6] proposed to

obtain pseudo-labels of data using a graph-based cluster-

ing approach for unsupervised deep metric learning. Ye et

al. [31] proposed a probabilistic structural latent representa-

tion (PSLR) method, which incorporates an adaptable soft-

max embedding to approximate the positive concentrated

and negative instance separated properties in the graph la-

tent space.

This work is also related to the relative attribute analy-

sis [20, 34, 16]. Relative attribute analysis was first intro-

duced in [20], aiming to achieve zero-shot learning based

on relative relationships and generate image descriptions

by learning relative visual attributes. Yu et al. [34] pro-

posed an active image generation approach by jointly learn-

ing attribute ranking and novel image sample generation.

Min et al. [16] proposed a multitask deep relative attribute

learning network (MTDRALN) to learn all the relative at-

tributes simultaneously via multi-task Siamese networks. It

should be noted that these methods construct the relative

attributes from manual labels for supervised learning. Our

work is quite unique and different in that (1) we mine high-

confidence relative orders from unlabeled samples, and (2)

we couple the relative order analysis with contrastive metric

learning based on mutual constraints for effective unsuper-

vised deep metric learning.

3. Method

3.1. Relative Order Analysis with High Confidence

The task of unsupervised feature or metric learning is

to learn a feature embedding network from a set of un-

labeled training images which can generate discriminative

features to represent images from unseen classes [13, 31].

As discussed in the above section, in this paper, we hypoth-

esize that relative orders are more reliable and efficient than

pseudo labels, motivated by the fact that human eyes are

much better on relative comparisons than absolution assign-

ment of categorical labels due to the large intra-class vari-

ation and inter-class ambiguity. Given an anchor image A,

for example, the query image in our image retrieval exper-

iments, and a set of comparison images {Fn}, if image Fn

is closer to A than Fm, we denote this as A : Fn < Fm.

We recognize that for some images, it is hard to determine

which one is closer to the anchor image. To address this

issue, we propose to quantize the relative orders so as to de-

crease the amount of uncertainty being introduced into the

Figure 2. Construction of the relative orders between images with

high confidence.

supervised learning processing. Specifically, we introduce

a high confidence relative order operation A : Fn ≺ Fm

if image Fn is closer to image A than image Fm with high

confidence. With this, we can define the following ternary

relative order function:

OA(n,m) =







+1, if A : Fn ≺ Fm,

−1, if A : Fm ≺ Fn,

0, otherwise.

(1)

When OA(n,m) = 0, which indicates that the relative or-

der analysis is uncertain, or it is not clear which image is

closer to the anchor image A, we will assign a very low

weight for the corresponding data during network training

and network inference optimization. In the later part of this

section, we will explain how to construct these high confi-

dence relative orders. The high-confidence relative orders

for N comparison images {Fn} form an N × N matrix

[OA(n,m)]N×N . Given an anchor image and a set of com-

parison images {Fn|1 ≤ n ≤ N}, we will learn a network

Φθ to predict their relation order matrix [OA(n,m)]N×N ,

which will be further explained in the following section.

The next question is how to select the anchor image and

the set of comparison images and how to determine their

relation orders with high confidence so that we can con-

struct a training set to learn the relative order network Φθ.

As shown in Figure 2, we start with the k-mean clustering

of the training samples using the image features extracted

by the feature embedding network Fγ that has been learned

so far. Let {Cm} be the cluster centers and Ωm be set of

images close to the cluster center

Ωm = {X | d(X,Cm) ≤ ∆}, (2)

where ∆ is a threshold. For example, we can set ∆ to be 1/3

of the minimum distance between all cluster centers. To ad-

dress the uncertainty issue in pseudo labels provided by the

k-mean clustering, we propose to explore the following ob-

servations to construct high-confidence anchor-comparison

images. (1) An image is closer to its self augmentations

than those images near the centers of other clusters. (2) Im-

ages from the cluster centers are closer to each other than

images from other cluster centers. Specifically, for an ar-

bitrary image A, let Ai be its self augmentations generated
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Figure 3. Constructed training examples for learning relative or-

ders. In each column, the first image is the anchor image A, the

second and third are the comparison images C1 and C2 satisfying

A : C1 ≺ C2, or C1 is closer to A than C2.

with small random rotations, cropping, and resizing. Then,

we have

OA(Ai, C) = 1, for A ∈ Ωm, C ∈ Ωk,m 6= k, (3)

with high confidence according to observation (1), and

OA(B,C) = 1, for A,B ∈ Ωm, C ∈ Ωk,m 6= k, (4)

with high confidence according to observation (2). Cer-

tainly, we have OA(C,Ai) = −1 and OA(C,B) = −1
for the above two cases. This also implies that the rela-

tive order matrix is anti-symmetric. To construct training

samples for the relative order score 0, we can explore the

following observations: (1) Given two augmentations Ai

and Aj of image A, it is hard to tell which one is closer to

A, i.e., OA(Ai, Aj) = 0. (2) Given two images from the

same cluster center region Ωm, it is hard to tell which one

is closer to the anchor image in the same cluster. Certainly,

there are also other ways to construct training samples for

the relative order analysis network. Figure 3 shows 5 ex-

amples from our training set constructed using the above

procedure to train our relative order prediction network. In

each column, the first one is the anchor image A. The sec-

ond and third are the comparison images C1 and C2 sat-

isfying A : C1 ≺ C2, or C1 is closer to A than C2. We

can see that there is a large intra-class variation between

C1 and A and also a large inter-class ambiguity between C2

and A. These high confidence yet challenging relative order

image sets provide important training sampling for our rel-

ative order prediction network to learn more discriminative

features.

3.2. Relative Order and Metric Order Consistency

As illustrated in Figure 4, two networks, the feature

embedding network Fγ which encodes the input image A

into a feature vector Fγ(A) and the relative order anal-

ysis network which estimates the relative order matrix

Figure 4. Illustration of the proposed method of relative order anal-

ysis for unsupervised feature learning: cooperative learning of the

relative order.

[OA(Cn, Cm)]N×N for an anchor image A and N compar-

ison images Cn, 1 ≤ n ≤ N . Here, our assumption is

that, when these two networks are successfully trained, the

generated features should satisfies the relative order con-

straint. On the other hand, the predicted relative order ma-

trix should satisfy the feature distance constraint. Based

on this assumption, we introduce the following two consis-

tency loss functions: relative order consistency and metric

order consistency.

(1) Relative order consistency. Here, we assume

that the relative order analysis network Φθ is successfully

trained or successfully refined. We use the relative order

matrix generated by Φθ to guide the training or update of the

feature embedding network Fγ with the relative order con-

sistency loss LROC to be defined in the following. Specifi-

cally, in the current mini-batch during the training process,

we select one image as the anchor image A and the rest as

the set of comparison images. To calibrate the relative or-

der analysis process, we also incorporate a small set of self

augmentations of A into the comparison image set, denoted

by ΩC = {C1, C2, · · · , CN}. Let [OA(Cn, Cm)] be the

relative order matrix generated by network Φθ, which will

serve as a constraint for training of the feature embedding

network Fγ . The generated feature for the anchor and com-

parison images are Fγ(A) and {Fγ(Cn)}. We use the L2-

norm to measure the distance d[·, ·] between two features.

When constructing the relative order consistency loss, our

major observation is that, if image Cn is closer to A than

Cm with OA(Cn, Cm) > 0, then we should have

∆(n,m) = d[Fγ(A),Fγ(Cn)]− d[Fγ(A),Fγ(Cm)] < 0.

If ∆(n,m) becomes positive, then a larger penalty should

be imposed. Note that the relative order matrix is anti-

symmetric, i.e., OA(Cn, Cm) = −OA(Cm, Cn). We only

need to define the loss on these positive entries of the ma-

trix. Specifically,

LROC =
∑

A

N
∑

n,m=1

σ[OA(Cn, Cm)] · eα·∆(n,m). (5)

Here, function σ[x] = x for x > 0, and σ[x] = 0 for x ≤ 0.

α > 0 is a model parameter with a default value of 0.1.
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(2) Metric order consistency. Similarly, when the fea-

ture embedding network is successfully trained or updated,

we assume that the learned image features are correct and

use them to guide the training of the relative order network.

Specifically, if the feature distance between image Cn and

the anchor image A is smaller than the feature distance be-

tween Cm and A, or ∆(n,m) < 0, then we should ex-

pect OA(Cn, Cm) > 0. If OA(Cn, Cm)] is decreasing to

0 or even negative, then a large penalty should be imposed.

Again, we only need to compute this penalty for cases with

negative ∆(n,m) due to the anti-symmetric property of

∆(n,m). Based on this observation, we define the metric

order consistency as

LMOC =
∑

A

N
∑

n,m=1

[1−OA(Cn, Cm)] · logα[1−∆(n,m)]

× σ[−∆(n,m)].

(6)

Here, logα[1 −∆(n,m)] is used as a weight. Note that, in

this summation, the term σ[−∆(n,m)] ensures that we only

consider those cases with ∆(n,m) < 0. Cases with large

distances should have large weights in the penalty function.

We choose the function logα to scale down the excessive

weights by very large distance values. For these cases with

negative ∆(n,m), we expect that their relative order value

OA(Cn, Cm) approaches 1, or 1−OA(Cn, Cm) approaches

0.

3.3. Network Design and Cooperative Training

For the feature embedding network, we incorporate the

marginal variance constraint [10] into the multi-similarity

(MS) loss [27] to achieve effective unsupervised metric

learning. The original MS method computes the similarity

scores between image samples in the current mini-batch. In

this work, we extend this similarity analysis to the whole

training set using the approach of memory bank [8]. The

similarity matrix between features of the current mini-batch

and all features in the memory bank can be computed,

S = {sik}, 1 ≤ i ≤ m, 1 ≤ k ≤ n × m. Here, sik
is the cosine similarity between two features. Using S, we

determine the set of positive pairs P and the set of hard neg-

ative pairs N based on their similarity scores. We define the

loss for each sample Ii in the mini-batch as follows

Li
FEN =

1

λP

log[1 +
∑

(i,k)∈P

(e−λP (sik−δ))]

+
1

λN

log[1 +
∑

(i,k)∈N

(eλN (sik−δ))],

(7)

where δ is a margin threshold and it is set as 0.5 in our

experiments. According to [28], λP is set to 2 for positive

pairs and λN is set to 40 for hard negative pairs. Then,

combining with the relative order loss in (5), the overall loss

of the current mini-batch is given by

LFEN = LROC +
1

m

m
∑

i=1

Li
FEN . (8)

For the relative order prediction network (ROP) , we use

the feature embedding network to generate feature maps

for the anchor image A and the comparison images {Cn}.

These feature maps are then cascaded together and further

analyzed by a network to predict the relative order ma-

trix. The error between the predicted relative order matrix

ÔA(Cn, Cm) and the ground truth OA(Cn, Cm) is defined

as the relative order matrix prediction loss

LO =
1

|A|nm

∑

A

∑

n,m

[ÔA(Cn, Cm)−OA(Cn, Cm)]2.

(9)

Using the procedure described in Section 3.1, we construct

the training set of samples and their corresponding relative

order matrices and use them to train the relative order pre-

diction network. Combining the metric order loss from (6)

and the relative order matrix prediction loss from (9), we

have the overall loss function for the relative order predic-

tion network LROP = LMOC + LO. The feature embed-

ding network and the relative order prediction network are

then trained in an iterative and cooperative manner.

Figure 5. Optimizing the metric learning performance and image

retrieval results using relative orders.

3.4. Constrained Optimization of Network Infer­
ence

As discussed in the Section 1, the task of unsupervised

metric learning is to learn a network which can generate dis-

criminative features to represent the input images. One di-

rect and important test to evaluate the discriminative power

of this feature representation is image retrieval, ranking the

images based on their feature distance from the query im-

age. The goal is to rank images from the same class as the

query image on the top of the retrieval results. In this sec-

tion, we will explore how the learned relative order analysis

network can be used to optimize the performance of metric

learning and image retrieval during the testing phase.

As illustrated in Figure 5, once the feature embedding

network is learned, we use it to extract the feature of the
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input query image. Based on feature distance, for example

the L2-norm, we retrieve the images from the test dataset

and rank the query results based on their feature distance

in an ascending order. Let {Qm|1 ≤ m ≤ M} be top M

query results. The retrieval performance, measured by the

Recall@K rate or the accuracy of the top K retrieval results,

depends on the ordering of these query results. For exam-

ple, if the image with a different label than the query image

is incorrectly ranked before the another image which has

the correct label, it will decrease the retrieval performance

score. To address this, we propose to use the relative order

analysis, which has been successfully learned in the above

section, to analyze the relative ordering of these query re-

sults and optimize the image retrieval performance.

To successfully examine if the query results {Qm|1 ≤
m ≤ M} are belonging to the same class as the query image

using relative order analysis, we propose to extend the query

results by adding self-augmentations {Ai|1 ≤ i ≤ L} of the

query image A into the results, and denote this extended set

by ΩC = {Cn|1 ≤ n ≤ N}, N = M+L. The major moti-

vations include: (1) We can use these self-augmentations to

calibrate the relative order analysis results. (2) If an image is

truly from the same class as the query image, most likely, it

will be close to one of its augmentations. Let OA(Cn, Cm)
be the relative order matrix produced by the relative order

analysis network. Let d(Cn) = d[Φθ(A),Φθ(Cn)] be the

feature distance between image Cn and the query image.

Let r(Cn) be the rank of image Cn in the query results.

If Cn is the self augmentation of A, its rank r(Cn) = 0.

Initially, we set the value of r(Cn) according to the rank

order in the retrieval result and all query results are orga-

nized according to their feature distance to the query im-

age A. But, this ranking could be wrong and it may not

satisfy the relative order constraint. Specifically, for two

images Cn and Cm with d(Cn) < d(Cm), we could have

OA(Cn, Cm) < 0. Otherwise, it leads to inconsistency be-

tween the relative order and the distance order.

Our main idea in optimizing the query results using rela-

tive orders is that, when adjusting the ranking of the queries

results, the amount of changes in the distance order is small,

but the amount of improvement in the relative orders is sig-

nificant. In this case, we will proceed to adjust the rank of

the query results. To this end, we define the follow energy

function for the ranking {r(Cn)}:

E [r(C1), · · · , r(CN )] =

N
∑

n,m=1

µ[r(Cm)− r(Cn)]×

{

eα1·[d(Cn)−d(Cm)] + λ · [1−OA(Cn, Cm)]
}

.

(10)

Here, µ[x] = 1 for x > 0 and µ[x] = 0 for x ≤ 0. The

optimized ranking of the query results {r∗(Cn)} aims to

minimize this energy function

{r∗(Cn)} = argmin E [r(C1), · · · , r(CN )]. (11)

Figure 6 shows two retrieval examples with and without

the network inference optimization based on the relative or-

der constraint. The first column shows the two query im-

ages and the rest columns show the query results. We can

see that, using the relative order constraint optimization, the

number of incorrect retrieval results (highlighted with yel-

low) have been significantly reduced or being pushed to-

wards lower ranks.

Figure 6. Inference comparison with and without relative order

analysis. Images with red boxes are correct ones with the same

class label as the query image. Those with yellow boxes are incor-

rect results from other classes.

4. Experiments

In this section, following the same procedure used by

existing papers on unsupervised metric learning [32, 33],

we evaluate the proposed method in image retrieval settings.

As we know, image retrieval is one of the best applications

to evaluate the discriminative power of learned features.

4.1. Datasets and Evaluation Protocol

We use the same benchmark datasets as in existing pa-

pers for direct performance comparison, i.e., CUB-200-

2011 [25], Cars-196 [15] and the Stanford Online Prod-

uct (SOP) [15] datasets. (1) The CUB-200-2011 [25] con-

sists of 11,788 images from 200 bird categories. We use

the first 100 classes (5,864 images) for training and the re-

maining 100 classes (5,924 images) for testing. (2) The

Cars-196 [15] dataset contains 16,185 images of 196 cars

classes. We use the first 98 classes (8,054 images) for train-

ing and the remaining 98 classes (8,131 images) for testing.

(3) The Stanford Online Product (SOP) [23] dataset con-

sists of 120,053 images with 22,634 classes crawled from

Ebay. Following the publicly partition rule, we split the

first 11,318 classes with 59,551 images for training, and the

remaining 11,316 classes with 60,502 images for retrieval.

In the test set, each image is also used as the query image.

For clustering, the total number of clusters is set as 100

for the CUB and Cars datasets, and 10000 for the SOP
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Table 1. Comparison of retrieval performance on the CUB, Cars and SOP datasets with 128-dimensional embeddings on GoogleNet

backbone network.

Methods
CUB Cars SOP

R@1 R@2 R@4 R@8 R@1 R@2 R@4 R@8 R@1 R@10 R@100

Examplar [TPAMI16] [4] 38.2 50.3 62.8 75.0 36.5 48.1 59.2 71.0 45.0 60.3 75.2

NCE [CVPR18] [30] 39.2 51.4 63.7 75.8 37.5 48.7 59.8 71.5 46.6 62.3 76.8

DeepCluster [ECCV18] [2] 42.9 54.1 65.6 76.2 32.6 43.8 57.0 69.5 34.6 52.6 66.8

MOM [CVPR18] [13] 45.3 57.8 68.6 78.4 35.5 48.2 60.6 72.4 43.3 57.2 73.2

AND [ICML19] [11] 47.3 59.4 71.0 80.0 38.4 49.6 60.2 72.9 47.4 62.6 77.1

ISIF [CVPR19] [33] 46.2 59.0 70.1 80.2 41.3 52.3 63.6 74.9 48.9 64.0 78.0

sSUML [AAAI20] [6] 43.5 56.2 68.3 79.1 42.0 54.3 66.0 77.2 47.8 63.6 78.3

aISIF [TPAMI20] [32] 47.7 59.9 71.2 81.4 41.2 52.6 63.8 75.1 49.7 65.4 79.5

CBSwR [BMVC20] [19] 47.5 59.6 70.6 80.5 42.6 54.4 65.4 76.0 - - -

Ortho [TAI20] [5] 47.1 59.7 72.1 82.8 45.0 56.2 66.7 76.6 45.5 61.6 77.1

PSLR [CVPR20] [31] 48.1 60.1 71.8 81.6 43.7 54.8 66.1 76.2 51.1 66.5 79.8

Ours: ROUL 56.7 68.4 78.3 86.3 45.0 56.9 68.4 78.6 53.4 68.8 81.7

Gain: ROUL +8.6 +8.3 +6.2 +3.5 +0.0 +0.7 +1.7 +2.0 +2.3 +2.3 +1.9

dataset. We follow the standard evaluation protocol [32] and

use the Recall@K [14] to evaluate the performance of our

algorithm. For all datasets, our method is evaluated with the

original images only, without using the object bounding box

information. To compare with the state-of-the-art methods,

we use GoogLeNet [24], ResNet-18 [12], and ResNet-50

[9] with an 1-layer embedding head to embed the represen-

tation to the 128-dimensional feature space.

4.2. Comparison with State­of­the­Art Methods

We compare our method with the following state-of-the-

art methods recently developed in the literature: Examplar

[4], noise-contrastive estimation (NCE) [30], DeepCluster

[2], mining on manifolds (MOM) [13], anchor neighbour-

hood discovery (AND) [11], invariant and spreading in-

stance feature (ISIF) [33], stochastic synthetic unsupervised

pseudo metric learning (sSUML) [6], augmentation invari-

ant and spreading instance feature (aISIF) [32], center-

based softmax with reconstruction (CBSwR) [19], orthog-

onality (Ortho) [5], and probabilistic structural latent repre-

sentation (PSLR) [31]. A brief review of these algorithms

are provided in our Related Work. We consider two sce-

narios for performance comparison: (1) learning with an

ImageNet pre-trained model, and (2) learning from scratch.

(1) Learning from the ImageNet pre-trained model.

In this scenario, we use the network model pre-trained on

the ImageNet as the initial backbone encoder and then fine-

tune it on the training dataset without using the labels. The

results with the GoogLeNet backbone for 128 dimensional

embeddings on the CUB, Cars and SOP datasets are sum-

marized in Table 1.

From Table 1, we can see that our ROUL method out-

performs the state-of-the-art methods by large margins on

the CUB data set. Specifically, our ROUL method has im-

proved the Recall@1, Recall@2, Recall@4 and Recall@8

Table 2. Comparisons of retrieval performance on the SOP dataset

with 128-dimensional embeddings on the ResNet-18 backbone

network without pre-trained parameters.

Methods R@1 R@10 R@100

Examplar [4] 31.5 46.7 64.2

NCE [30] 34.4 49.0 65.2

MOM [13] 16.3 27.6 44.5

AND [11] 36.4 52.8 67.2

ISIF [33] 39.7 54.9 71.0

aISIF [32] 40.7 55.9 72.2

PSLR [31] 42.3 57.7 72.5

Ours: ROUL 45.4 60.5 74.8

Gain: ROUL +3.1 +2.8 +2.6

rates by 8.6%, 8.3%, 6.2%, 3.5%, respectively, on the CUB

dataset; and 0.0%, 0.7%, 1.7%, 2.0% on the Cars dataset.

On the SOP dataset, our method has improved the Re-

call@1, Recall@10, and Recall@ 100 rates by 2.3%, 2.3%,

and 1.9%, respectively.

(2) Learning from scratch. Following the aISIF [32]

and the PSLR [31] methods, we also test the performance

using a randomly initialized ResNet-18 network without

pre-training, on the large-scale SOP dataset, as shown in

Table 2. Results demonstrate that the proposed method

achieves much better performance than other methods,

3.1%, 2.8%, and 2.6% gain over the PSLR method for Re-

call@1, Recall@10, and Recall@100.

(3) Learning with different backbone networks. Fol-

lowing the aISIF [32] and the PSLR [31] method, we also

conduct experiments with the ResNet-18 and ResNet-50

backbone encoders for our ROUL method. The embedding

size is set to be 128. Results of top-1 recall rates on the

CUB, Cars, and SOP datasets are shown in Table 3. Our

proposed ROUL method benefits from stronger backbone

encoders and outperforms the existing method. It should

14005



Table 3. Top-1 recall rates (%) with 128-dimensional embeddings

on different backbone networks.

Backbone Methods CUB Cars SOP

GoogLeNet

aISIF [32] 47.7 41.2 49.7

PSLR [31] 48.1 43.7 51.1

Ours: ROUL 56.7 45.0 53.4

ResNet-18

aISIF [32] 45.5 34.9 54.7

PSLR [31] 48.9 39.2 52.2

Ours: ROUL 53.7 43.1 52.4

ResNet-50

aISIF [32] 47.3 41.4 55.6

PSLR [31] 49.0 42.8 61.6

Ours: ROUL 55.7 49.3 58.5

Table 4. The contributions of the mutual constraints to the ROUL

training with the GoogleNet backbone on the CUB dataset.

Methods R@1 R@2 R@4 R@8

Baseline 55.4 67.0 76.7 84.9

+ Relative Order Constraint 56.1 67.7 78.1 85.9

+ Metric Order Constraint 56.7 68.4 78.3 86.3

be noted that we could only provide comparison with the

aISIF [32] and the PSLR [31] papers since other papers did

not report results on other backbone networks.

4.3. Ablation Studies

(1) Contributions of mutual constraints to the ROUL

training. Table 4 summarizes the contributions of major

components of our algorithm, namely, the relative order

constraint (ROC) and the metric order constraint (MOC)

used in our ROUL training based on the GoogleNet back-

bone. From Table 4, we can see that both constraints have

significant contributions to the overall performance.

(2) Impact of the ROC loss weight. We determine

the weight of the ROC loss on the CUB dataset based on

GoogLeNet backbone. Results are shown in Figure 7. We

can see that the best choice for the ROC loss weight is 0.1.

In our experiments, we set the weight of the ROC loss as

0.1 for all the experiments.

Figure 7. The impact of the weight of ROC loss with the

GoogleNet backbone.

(3) Retrieval examples. Figure 8 shows some retrieval

examples on the CUB dataset based on the GoogleNet back-

bone and trained with our ROUL method. The proposed

ROUL method is able to accurately find the top matches

with very few incorrect results (highlighted in green).

Figure 8. Retrieval examples on the CUB dataset with the pro-

posed method. Retrieved images with red boxes are correct ones

with the same class label as the query image. Those with green

boxes are incorrect results from other classes.

More ablation studies and experimental results are pro-

vided in the Supplemental Materials.

5. Conclusion

In this work, we have successfully developed a new un-

supervised deep metric learning method based on relative

order analysis and optimization. Instead of resorting to

clustering or self-supervision to create error-prone pseudo

labels for absolute decision, we construct reliable relative

orders for groups of image samples and learn a deep neural

network to predict these relative orders. This relative or-

der prediction network and the feature embedding network

are tightly coupled, providing mutual constraints, namely

the relative order constraint and the metric order constraint,

to each other to regulate the training process and improve

the learning performance in a cooperative manner. Dur-

ing testing, the predicted relative orders are used as con-

straints to optimize the generated features and refine their

feature distance-based image retrieval results using a con-

strained optimization procedure. Our experimental results

have demonstrated that the proposed relative orders for un-

supervised learning method significantly improves the per-

formance of unsupervised deep metric learning.
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