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Abstract

Generative adversarial networks (GANs) have gained considerable attention owing to their ability to reproduce images. However, they can recreate training images faithfully (b), despite degradation by blur, noise, and compression (a). To address this limitation, we propose blur, noise, and compression robust GAN (BNCR-GAN), which can learn to generate clean images (c) even when trained with degraded images (a) and without knowledge of degradation parameters (e.g., blur kernel types, noise amounts, or quality factor values). The project page is available at https://takuhirok.github.io/BNCR-GAN/.

1. Introduction

Constructing generative models to generate images that are indistinguishable from real images is a fundamental problem in computer vision and machine learning. Recently, however significant advancements have been made in this regard, enabled by the emergence of deep generative models. Among them, generative adversarial networks (GANs) [22], which learn data distributions through adversarial training, have attracted considerable attention owing to their high image reproduction ability.

However, a persistent problem is that high-capacity GANs can replicate training images with high fidelity, even when the images are degraded, and they thus tend to replicate various forms of image degradation in their generated images. As shown in Figure 1, when standard GAN is trained with images degraded by blur, noise, and compression (i.e., JPEG) (Figure 1(a)), it produces similarly degraded images (Figure 1(b)) because standard GAN architectures do not consider such image degradation. This
is problematic when training images are collected in real-world scenarios (e.g., web crawling) because identifying degraded images is laborious. To address this problem, painstaking manual prescreening is often conducted.

One well-explored solution involves restoring images using an image restoration model, such as model-based image restoration methods [12, 23, 17, 57, 8, 56, 16, 54, 58, 18, 75, 42, 88, 67, 19], prior to the training of GANs. However, images restored by these methods tend to be either over- or under-restored owing to the gap between predefined and real priors. To overcome this drawback, various learning-based methods have been developed. However, most of these methods require additional supervision for training, such as paired supervision (e.g., pairs of clean and degraded images) [87, 77, 74, 9, 65, 21, 45, 46, 28, 61, 79, 93, 94, 10, 25, 15, 78, 20, 49, 86] or set-level supervision (i.e., labels indicating whether images are degraded) [55, 52].

AmbientGAN [4] was recently proposed as a different approach. This provides a promising solution by simulating image degradation on generated images and learning a discriminator that distinguishes a real degraded image from a degraded generated image. This formulation allows the learning of a clean image generator directly from degraded images without any pre-processing or paired/set-level supervision. However, it relies on a strong assumption that degradation parameters, such as blur kernel types, noise amounts, and quality factor values, are known in advance.

Motivated by these previous studies, we address the problem of developing a model to learn a clean image generator directly from degraded images without knowledge of degradation parameters. In particular, to apply the solution to real-world images, we aim to handle images degraded by a representative image degradation model [87], which addresses blur, noise, and compression in the same order as in a real image acquisition process (detailed in Equation 1). Based on this objective, we focus on blur, noise, and compression, and refer to the abovementioned problem of blur, noise, and compression robust image generation. We exemplify a solution using our proposed model, as shown in Figure 1(c). We aim to devise a model that can learn to generate clean images (Figure 1(c)), even when trained with blurred, noisy, and compressed images (Figure 1(a)).

Noise robust GAN (NR-GAN) [30], which uses a two-generator model consisting of noise and image generators, has provided a partial solution to this problem by demonstrating the ability to learn to generate clean images directly from noisy images. However, NR-GAN assumes that image information is lossless before and after degradation and utilizes this characteristic to decompose a degraded image into clean image and degradation components. Hence, its application is limited to noise, which has additive and reversible characteristics, and its application to irreversible degradation, in the form of blur, compression, and combination of all, remains a challenge.

To address these problems, we propose blur, noise, and compression robust GAN (BNCR-GAN), that can learn a clean image generator directly from blurred, noisy, and compressed images. To solve the sub-problems, we first propose two variants: blur robust GAN (BR-GAN) and compression robust GAN (CR-GAN), which are specific to blur and compression, respectively. Along the lines of NR-GAN, BR-GAN and CR-GAN learn a blur-kernel generator and a quality-factor generator, respectively, along with clean image generators, to learn a blur-kernel/quality-factor distribution jointly with an image distribution. However, in contrast to NR-GAN, to address the irreversible blur/compression characteristics, masking architectures adapting degradation strengths in a data-driven manner are introduced, using bypasses before and after image degradation. This architectural constraint is useful for conducting only the necessary changes through blur or compression while suppressing unnecessary changes.

The unique problem of BNCR-GAN, which is a unified model integrating BR-GAN, NR-GAN, and CR-GAN, is that it needs to handle the uncertainty caused by the combination of blur, noise, and compression. Thus, we incorporate novel losses called adaptive consistency losses that impose consistency between irreversible degradation processes according to the degradation strengths. This loss helps prevent the generated image from yielding unexpected artifacts, which can disappear and become unrecognizable after irreversible processes.

As the effects of blur, noise, and compression on GANs have not been sufficiently examined in previous studies, we first conducted large-scale comparative studies on CIFAR-10 [43], in which we compared diverse models under various degradation settings, in which we tested 134 total conditions. Moreover, following recent large-scale studies on GANs [47] and NR-GANs [30], we analyze a generality on a more complex dataset, that is, FFHQ [35]. Finally, we examined the applicability of BNCR-GAN in image restoration and demonstrated that, although BNCR-GAN is designed to be trained in an unsupervised manner, it is nonetheless competitive with two supervised models (i.e., CycleGAN with set-level supervision [97] and unsupervised adversarial image reconstruction (UNIR) with a predefined image degradation model [66]).

Our contributions are summarized as follows.

- We propose blur, noise, and compression robust image generation, wherein generation of clean images is learnt directly from degraded images without knowledge of degradation parameters.
- To address the sub-problems, we propose BR-GAN and CR-GAN, which train a blur-kernel generator and a pre-defined image degradation model [66] and a quality-factor generator, respectively. Moreover, they require the collection of clean images for training the pre-trained model.

1Deep image prior-based approaches [81, 68] can be used alternatively; however, they require optimization for each individual image. Pre-trained model-based approaches [68] provide another solution; however, they require the collection of clean images for training the pre-trained model.

2Self-supervised learning methods [44, 2, 48] have been also proposed; however, their application has been limited to denoising.

3We excluded LSUN BEDROOM [91], which was used in [47, 30], because its images were compressed with JPEG and ground-truth non-degraded images were not available.
quality-factor generator, respectively, along with clean image generators. In particular, we devise masking architectures to adjust the degradation strengths using bypasses before and after degradation.

- To handle all types of image degradation, we further propose BNCR-GAN, which unifies BR-GAN, NR-GAN, and CR-GAN as a single model. In particular, to address the uncertainty caused by the combination, we introduce adaptive consistency losses.

- We provide benchmark scores for these new problems through large-scale comparative studies on CIFAR-10 (in which we tested 134 conditions) and a generality analysis on FFHQ. We also demonstrate the applicability of BNCR-GAN in image restoration. The project page is available at https://takuhirok.github.io/BNCR-GAN/.

2. Related work

Deep generative models. Image generation is a fundamental problem in computer vision and machine learning. Recently, deep generative models, such as GANs [22], variational autoencoders [38, 72], autoregressive models [82], and flow-based models [13, 14], have garnered attention with promising results. All models have benefits and limitations. A common drawback of GANs is their training instability; however, this has been mitigated by recent progress [1, 60, 51, 3, 73, 24, 59, 63, 64, 33, 92, 6, 11, 35, 36, 96, 34]. Here, we target GANs because their design flexibility allows the incorporation of our core ideas, that is, a multiple-generator model. With regard to other models [83, 71, 62, 37], image reproducibility has improved; therefore, susceptibility to image degradation could be problematic. Applying our ideas to them remains as a potential direction for future work.

Image restoration. Image restoration, such as deblurring, denoising, and deblocking (or compression artifact removal), is also a fundamental problem and a large body of work exists. Typical methods are categorized as model-based methods [12, 23, 17, 57, 8, 56, 16, 54, 58, 18, 75, 42, 88, 67, 19] and learning-based methods [87, 77, 74, 9, 65, 21, 45, 46, 28, 61, 79, 93, 94, 10, 25, 15, 78, 20, 49, 86, 55, 52, 44, 2, 48]. Recently, learning-based methods have achieved better performance; however, as discussed in Section 1, most require additional supervision, such as paired or set-level supervision. In contrast, model-based methods (e.g., deblurring [18, 75, 42, 88, 67] and deblocking [19]) can be used without such supervision. However, the gap between predefined and real priors causes either over- or under-restoration and damages image fidelity. We confirm this through experiments in Section 7.

Degradation robust image generation. Two categories of studies on degradation robust image generation have recently become evident, including those address degrading label degradation [32, 31, 29, 80] and those addressing image degradation [4, 66, 90, 50, 30]. This study belongs to the latter category. As mentioned in Section 1, AmbientGAN [4] was a pioneering model in this category; however, it is restricted by the assumption that the degradation parameters are predefined. UNIR [66] extends AmbientGAN to a conditional setting but suffers from the same restriction. Generative adversarial imputation nets [90] and MisGAN [50] addressed a similar problem in the context of data imputation. However, they relied on another strong assumption that both degraded images and the corresponding masks (i.e., blur kernel or quality factor in our case) could be obtained during training. NR-GAN [30] remedied these drawbacks by introducing a trainable noise generator; however, its application is limited to noise, which is relatively easy to decompose owing to its additive and reversible characteristics. To address these drawbacks and widen the field of degradation robust image generation, we introduce BNCR-GAN, which is applicable to irreversible image degradation without knowledge of the degradation parameters.

3. Notation and problem statement

We begin by defining some notation and a problem statement. Hereafter, we use superscripts r and g to denote the real and generated data, respectively. Let y be a degraded image and x be the corresponding clean image. Based on [87], we consider an image degradation model simulating an image acquisition process and including typical image degradation (i.e., blur, noise, and compression):

\[ y = \psi((x * k + n), q), \]  

where \( k \) is a blur kernel (e.g., an out-of-focus or motion blur kernel), \( * \) is a convolution operation, \( n \) is an additive camera noise (e.g., read and shot noise), and \( \psi \) is a JPEG compression operator with a quality factor \( q \in [0, 100] \). We aim to learn a clean image generator able to produce clean images such that \( p^q(x) = p^q(\tilde{x}) \), from partially or completely degraded training images.

As discussed in Section 1, AmbientGAN [4] can solve this problem by simulating image degradation on generated images before passing them to a discriminator; however, it is restricted by the need to predefine degradation simulation models (i.e., \( k^r \sim p^r(k), n^r \sim p^r(n), \) and \( q^r \sim p^r(q) \) must be predefined). NR-GAN [30] eliminates this restriction by making \( p^r(n) \) learnable. However, its

\[ 4 \] In this study, we focus on Equation 1; however, our approach can be easily extended to more general settings by incorporating differentiable image processing (e.g., [7]). Even in this case, blur, noise, and compression remain the dominant degradation factors. Hence, we believe that our findings are not limited to a specific problem.

\[ 5 \] For simplicity, in Sections 4-6, we only explain the case where all images are degraded (i.e., all images are sampled from \( p^q(y) \)). However, as verified in Section 7, our models can be applied to images of which only parts are degraded (i.e., partial images are sampled from \( p^q(y) \), while the remaining images are sampled from \( p^r(z) \), without modifying the model.

\[ 6 \] Note that this is different from differentiable augmentation (DiffAugment) [96, 34]. DiffAugment applies augmentation to both real and generated images to learn observable \( p^r(x) \) from a few images \( x^r \sim p^r(x) \), whereas AmbientGAN applies image degradation only to generated images to learn unobservable \( p^r(x) \) from degraded images \( y^r \sim p^r(y) \).
application is limited to noise, where Equation 1 is simplified as $y = x + n$ (i.e., $x$ and $n$ need to be decomposed additively). Considering this, first, we develop solutions to address the remaining two types of irreversible degradation, namely, blur (in which Equation 1 is rewritten as $y = x \star k$) and compression (in which Equation 1 is replaced with $y = \psi(x, q)$). Subsequently, we provide a solution for all types of degradation defined in Equation 1. Each solution is provided in Sections 4, 5, and 6.

4. Blur robust GAN: BR-GAN

First, we provide a solution to blur robust image generation, which learns a clean image generator $G_x$ from blurred images produced by $y^r = x^r \star k^r$. As discussed in Section 1, AmbientGAN [4] can solve this problem via incorporation of the blur simulation model $k^r \sim p^r(k)$ (Figure 2(a)). However, it needs $p^r(k)$ to be predefined. To alleviate this issue and for $p^r(k)$ to be learnt from the data, in BR-GAN, we replace the blur simulation model with a blur kernel generator $k^g = G_k(z_k)$ (Figure 2(b)) and train it along with $G_x$ using the following objective function.

$$
\mathcal{L}_{\text{BR-GAN}} = \mathbb{E}_{y^r \sim p^r(y)}[\log D_y(y^r)] + \mathbb{E}_{z_k \sim p(z_k)}[\log(1 - D_y(G_x(z_k) \star G_k(z_k)))],
$$

(2)

where $D_y$ is a discriminator distinguishing a real blurred image $y^r$ from a blurred generated image $y^g = x^g \star k^g$ ($x^g = G_x(z_x)$ and $k^g = G_k(z_k)$). $G_x$ and $G_k$ are optimized by minimizing $\mathcal{L}_{\text{BR-GAN}}$, whereas $D_y$ is optimized by maximizing $\mathcal{L}_{\text{BR-GAN}}$.

In this formulation, it is challenging to adjust the strength of the blur kernel $k^g$ because $\mathcal{L}_{\text{BR-GAN}}$ only regularizes a degraded image $y^g$ and an over- or under-blurred $x^g$ satisfies the solution conditions. Hence, we introduce a masking architecture (Figure 2(b)) adjusting $k^g$’s strength using a bypass between blur and non-blur as follows.

$$
k^g = m_k \cdot k^g + (1 - m_k) \cdot k_f,
$$

(3)

where $G_k$ is decomposed into a blur-kernel generator $k^g = G_k(z_k)$ and a mask generator $m_k = G_k(z_m)$, and $k_f$ is the identity kernel that does not affect any changes. $m_k$ is a matrix of the same size as $k^g$ and values within the range $[0, 1]$, controlling the balance between $k^g$ (i.e., blur) and $k_f$ (i.e., non-blur). Both $k^g$ and $m_k$ are trainable, and their distributions are optimized in a data-driven manner.

This architecture design was inspired by the recent success of masks for adjusting generative components (e.g., [84] varies the foreground while preserving the background, and [70] varies facial expressions while preserving identity). In our case, the mask helps suppressing unnecessary changes (e.g., artifacts caused by over-/under-blurring) and allows only the necessary changes to be performed.

5. Compression robust GAN: CR-GAN

Regarding compression robust image generation, which learns a clean image generator $G_x$ from compressed images yielded by $y^r = \psi(x^r, q^r)$, we use roughly the same strategy as that described in Section 4. In CR-GAN, we replace the compression simulation model $q^r \sim p^r(q)$ of AmbientGAN (Figure 2(c)) with a quality-factor generator $q^r = G_q(z_q)$ (Figure 2(d)) and train it along with $G_x$ using the following objective function.

$$
\mathcal{L}_{\text{CR-GAN}} = \mathbb{E}_{y^r \sim p^r(y)}[\log D_y(y^r)] + \mathbb{E}_{z_x \sim p(z_x), z_q \sim p(z_q)}[\log(1 - D_y(\psi^q(G_x(z_x), G_q(z_q))))],
$$

(4)

where we use a differentiable JPEG $\psi^q$ [76, 40], which approximates the non-differentiable rounding operation in JPEG using a differentiable continuous function. The optimization is performed similar to Equation 2.

In a typical setting, JPEG is lossy even at the best quality of 100 owing to chroma subsampling in the Y’CbCr domain and rounding in the discrete cosine transform domain. This can yield unexpected artifacts, which can disappear and become unrecognizable after compression. To alleviate this problem, we introduce a masking architecture (Figure 2(d)) that provides a bypass for producing a lossless image and adjusts the balance between compression and non-compression using the bypass as follows.

$$
y^g = m_q y^g + (1 - m_q) x^g,
$$

(5)
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where $G_q$ is decomposed into a quality-factor generator $q^g = G_q^g(z_q)$ and a mask generator $m_q = G_q^{m}(z_q)$, $x^g = G_x(z_x)$ is an uncompressed image, and $y^g$ is a compressed image produced by $\hat{y}^g = \psi^g(x^g, q^g)$. Furthermore, $m_q$ is a scalar within the range $[0, 1]$, adjusting the balance between $\hat{y}^g$ (i.e., compression) and $x^g$ (i.e., non-compression). In addition to $q^g$, $m_q$ is generated from $G_q$, and their distributions are optimized through training.

Similar to the masking architecture in BR-GAN (Section 4), this masking architecture is useful for suppressing unexpected artifacts, which are unrecognized after compression, and allows only the necessary changes to be performed.

6. Blur, noise, and compression robust GAN: BNCR-GAN

Based on BR-GAN (Section 4), NR-GAN [30], and CRGAN (Section 5), we consider blur, noise, and compression robust image generation, which learns a clean image generator directly from images exhibiting all types of degradation (Equation 1). To achieve this, we replace the predefined degradation simulation models of AmbientGAN (Figure 3(a)) with trainable generators (i.e., a blur-kernel generator $G_k$, a noise generator $G_n$, and a quality-factor generator $G_q$) in BNCR-GAN (Figure 3(b)) and train them with a clean image generator $G_x$ using the following objective function.

$$L_{\text{BNCR-GAN}} = \mathbb{E}_{y^r \sim p(y^r)}[\log D_{y^r}(y^r)] + \mathbb{E}_{z_a \sim p(z_a), z_k \sim p(z_k), z_n \sim p(z_n), z_q \sim p(z_q)}[\log(1 - D_y(\psi^g(G_x(z_x) * G_k(z_k) + G_n(z_n), G_q(z_q))))].$$

The optimization is performed similar to that represented in Equation 2.

In this unified model, dealing with the uncertainty caused by combining multiple irreversible processes poses a challenge because $L_{\text{BNCR-GAN}}$ only regularizes the final output $y^g$ and imposes no regularization on each process. To address this, we devised adaptive consistency (AC) losses $L_{\text{AC}} = L_{\text{blur}}^{\text{AC}} + L_{\text{comp}}^{\text{AC}}$, suppressing the changes between irreversible blur and compression processes according to their strengths.

$$L_{\text{blur}}^{\text{AC}} = \mathbb{E}_{z_n \sim p(z_a), z_k \sim p(z_k)}[e^{-\mu_k H(G_k(z_k))} \left| \left| G_x(z_x) - G_x(z_x) * G_k(z_k) \right| \right|_2^2],$$

$$L_{\text{comp}}^{\text{AC}} = \mathbb{E}_{z_n \sim p(z_a), z_q \sim p(z_q)}[e^{-\mu_q 100 - G_k(z_k)} \left| \left| G_x(z_x) - \psi^g(G_x(z_x), G_q(z_q)) \right| \right|_2^2],$$

where $H(G_k(z_k))$ is the entropy of the blur kernel, and $\mu_k$ and $\mu_q$ are scale parameters. The weight term of $L_{\text{blur}}^{\text{AC}}$ (i.e., $e^{-\mu_k H(G_k(z_k))}$) increases as the generated kernel $G_k(z_k)$ becomes closer to the identity (or non-blur) kernel. The weight term of $L_{\text{comp}}^{\text{AC}}$ (i.e., $e^{-\mu_q 100 - G_k(z_k)}$) increases as the generated quality factor $G_q(z_q)$ approaches 100. Namely, $L_{\text{AC}}$ weighs the consistency when blur and compression are weak. In our implementation, the gradients were propagated only for the left term $G_x$ (an image before blur/compression) in $L_{\text{blur}}^{\text{AC}}$ and $L_{\text{comp}}^{\text{AC}}$ and not for the right term (an image after blur/compression) because the right term could be regularized by the adversarial loss, whereas the left term could not be regularized in our training settings, in which clean images were not available for training.

7. Experiments

7.1. Experimental settings in comparative studies

To advance research on blur, noise, and compression robust image generation, we first conducted large-scale comparative studies on blur robust (Section 7.2), compression robust (Section 7.3), and blur, noise, and compression robust (Section 7.4) image generation. In this section, we describe the common experimental settings and provide the individual settings and results in Sections 7.2–7.4.

Dataset. In these studies, we used CIFAR-10 [43], which includes 60k $32 \times 32$ natural images, split into 50k training and 10k test images, which are commonly used to examine the benchmark performance of generative models (it is also in the studies of AmbientGAN [4] and NR-GAN [30]). In addition, the image size was reasonable for a large-scale comparative study. Note that we examined the versatility on a more complex dataset (Section 7.5).

Metrics. Following the NR-GAN study [30], we used the Fréchet inception distance (FID) [27], which assesses the
distance between real and generative distributions. The validity of this measure has been shown in large-scale studies on GANs [53, 47]. Its sensitivity to image degradation has been also demonstrated [27, 30]. On this metric, a smaller value is preferred.

Implementation. We implemented GANs following the NR-GAN study [30]. Specifically, we used the ResNet architectures [26] for $G_{x}$ and $D_{x}$ and optimized them using a non-saturating GAN loss [22] with a real gradient penalty regularizer [65]. We used similar architectures for $G_{z}$ and $G_{n}$. With regard to $G_{k}$ and $G_{p}$, we used three-layer multilayer perceptrons. Inspired by the findings in [30], we imposed diversity-sensitive regularization [89, 59] on $G_{hk}$, $G_{rn}$, and $G_{q}$. As we aim to construct a generative model applicable to diverse degradation settings without specific tuning, we examined the performance for fixed hyperparameters values across all experiments.

7.2. Evaluation on blur robust image generation

Degradation settings. We tested three full-blur settings; here, all images were degraded by (B) out-of-focus blur with a disk kernel of radius $r \in [0.5, 2]$, (C) motion blur [5, 45] with a trajectory length of 5 and exposure time $T \in \{0.1, 0.5, 1\}$, and (D) either (B) or (C) with a selection rate of 0.5. Additionally, we tested three partial blur settings, in which one-quarter (E), one-half (F), and three-quarters (G) of images were blurred by setting (D), while the remaining were clean images. For reference, we also examined the performance of clean images (A).

Compared models. To examine the performance of our BR-GAN and BNCR-GAN, we compared them with three baseline GANs: standard GAN, which is agnostic to image degradation, AmbientGAN, with a ground-truth degradation simulation model, and P-AmbientGAN, which learns a degradation parameter (e.g., $k$ and $q$) directly without using a generator. Furthermore, we conducted ablation studies on two models, including BR-GAN w/o mask and BNCR-GAN w/o $L_{AC}$. We ablated the key components of our proposals (i.e., masking architectures and adaptive consistency losses). We also examined the performance of GAN trained with deblurred images (Deblur+GAN). We used a model-based deblurring method because typical learning-based methods cannot be trained in our setting, in which clean images were not available. To examine the upper-bound performance, we used a non-blind deblurring method [41], which deblurred using the ground-truth kernel.

Results. Table 1 (left) summarizes the results. Our main findings are as follows. (i) Comparison with baseline GANs (Nos. 1–4, 6). As expected, AmbientGAN showed reasonable performance owing to ground-truth blur information. We found that BR-GAN, which must estimate such information through training, achieved competitive performance. BNCR-GAN, which should learn no noise and non-compression in this task, was inferior to these two models but outperformed standard GAN under all blur settings (B–G). P-AmbientGAN showed poor performance because it could not represent blur diversity, which is included in all blur settings (B–G). (ii) Comparison with Deblur+GAN (Nos. 4, 6, 8). We found that BR-GAN outperformed Deblur+GAN under all blur settings (B–G), and BNCR-GAN outperformed Deblur+GAN in the majority of cases (4/6). (iii) Ablation study on BR-GAN (Nos. 4, 5). We confirmed that the masking architecture was useful for boosting the performance under all settings (A–G). (iv) Ablation study on BNCR-GAN (Nos. 6, 7). We found that $L_{AC}$ was effective when parts or all of images were clean (A and E), and the negative effect did not exist across all settings (A–G).

7.3. Evaluation on compression robust image generation

Degradation settings. We tested three full compression settings; here, all images were compressed with a quality factor within the ranges of [60, 80] (H), [80, 100] (I), and [60, 100] (J). We also tested three partial compression settings, in which one-quarter (K), one-half (L), and three-quarters (M) of images were compressed by setting (J), while the remaining images were clean. For reference, we also examined the performance of clean images (A).

Compared models. In addition to the abovementioned models, we examined the performance of CR-GAN, CR-GAN w/o mask, and Deblock+GAN (GAN trained with deblocked images). In Deblock+GAN, we used a model-based deblocking method [19] for the same reason mentioned in Section 7.2.

8Specifically, the ground-truth information is linked to the individual image in Deblur+GAN, while this link is absent in AmbientGAN.
Results. Table 1 (right) lists the results. Our key findings are as follows. (i) Comparison with baseline GANs (Nos. 9–12, 14). CR-GAN and BNCR-GAN achieved the best or second-best scores under all compression settings (H–M). AmbientGAN was comparable to them when compression was applied to parts of images (K–M), while it underperformed them by a large margin (over 9.9) when compression was applied to all images (H–J). We consider that this occurred because of the lossy characteristics of JPEG (it remains lossy even at the best quality (Section 5)), allowing $G_Z$ to create unexpected artifacts, which were unrecognizable after the application of JPEG. In contrast, in CR-GAN, the masking architecture provides a bypass to a lossless image. This was useful for suppressing such artifacts. P-AmbientGAN showed poor performance in all compression settings (H–M) because it could not handle compression variety. (ii) Comparison with Deblock+GAN (Nos. 12, 14, 16). We confirmed that CR-GAN and BNCR-GAN outperformed Deblock+GAN under all compression settings (H–M). (iii) Ablation study on CR-GAN (Nos. 12, 13). In all settings (A and H–M), the masking architecture resulted in a positive effect. (iv) Ablation study on BNCR-GAN (Nos. 14, 15). We found that $\mathcal{L}_{AC}$ improved performance under all settings (A and H–M).\footnote{We found that BNCR-GAN was better than CR-GAN in some cases (e.g., the setting (H)). We consider that $\mathcal{L}^{comp}_{AC}$, which was used in BNCR-GAN but not in CR-GAN, resulted in this behavior. To verify this statement, we examined the performance of CR-GAN with $\mathcal{L}^{comp}_{AC}$ and found that in the setting (H), CR-GAN with $\mathcal{L}^{comp}_{AC}$ achieved FID of 29.0, which was competitive to that obtained by BNCR-GAN (29.9) and was better than that obtained by CR-GAN without $\mathcal{L}^{comp}_{AC}$ (34.0).}

7.4. Evaluation on blur, noise, and compression robust image generation

Degradation settings. We tested a full degradation setting (N) where all images were blurred by setting (D), noised by the setting of [7] (which consists of read and shot noise that simulated noise from a real noise dataset [69]), and compressed by setting (J). We also analyzed three partial degradation settings, in which one-quarter (O), one-half (P), and three-quarters (Q) of images were independently blurred, noised, and compressed by setting (N). Here, “independently” implies that the target image of each degradation (i.e., blur, noise, or compression) was randomly selected independently of the other degradation. For reference, we also tested clean images (A).

Compared models. In addition to the abovementioned models, we examined the performance of NR-GAN [30] to clarify its limitations.

Results. Table 2 summarizes the results. Our main findings are as follows. (i) Comparison with baseline GANs (Nos. 17, 18, 22). BNCR-GAN achieved the best or competitive scores in comparison to GAN and AmbientGAN. In particular, we found that BNCR-GAN outperformed AmbientGAN by a large margin (over 7.9) when the rate of degraded images was relatively high (N and Q). We consider that the lossy characteristics of JPEG also affected the results on these settings. (ii) Comparison with single-degradation robust GANs (Nos. 19–22). In all degradation settings (N–Q), BNCR-GAN outperformed BR-GAN, NR-GAN, and CR-GAN. These results demonstrate the limitations of the single-degradation robust GANs on the datasets that contain several types of degradation. (iii) Ablation study on BNCR-GAN (Nos. 22, 23). We confirmed that $\mathcal{L}_{AC}$ contributed to performance enhancement in all settings (A and N–Q).

Summary. Through the three comparative studies (Sections 7.2–7.4, in which we tested 134 total conditions), we found that BR-GAN, CR-GAN, and BNCR-GAN achieved better or competitive performance than AmbientGAN despite the disadvantageous training conditions. In particular, we confirmed that the key components of our proposals (i.e., masking architectures and adaptive consistency losses) contributed to achieving such high performance. In Section 7.4, we also demonstrate the limitations of single-degradation robust GANs and the importance of BNCR-GAN in the datasets exhibiting several types of degradation.

Further analysis. As a further analysis, we evaluated BNCR-GAN on noise robust image generation in the setting of [7]. We found that FID obtained by BNCR-GAN (20.5) was comparable to those obtained by AmbientGAN (20.0) and NR-GAN (20.3) and was better than those obtained by GAN (47.4) and BNCR-GAN without $\mathcal{L}_{AC}$ (23.0).

7.5. Evaluation on complex dataset

Experimental settings. Inspired by the findings of recent large-scale studies on GANs [47] and NR-GAN [30], we also investigated the performance of the proposed models on a more complex dataset, i.e., the 128 × 128 version of FFHQ [35], which includes 70k face images, comprising 60k training and 10k test images.\footnote{According to the change in image size, we enlarged the blur size. We used out-of-focus blur with a disk kernel of radius $r \in [0.5, 4]$ and motion blur with a trajectory length of 10 and exposure time $T \in \{0.1, 0.5, 1\}$.} To focus on the discussion, we compared the representative models in three representative settings in Sections 7.2–7.4 (D, J, and P).

Results. Table 3 lists the results. We found that there was a similar tendency in this dataset: BR-GAN, CR-GAN, and BNCR-GAN achieved better or competitive performance
We trained the models under the same degradation settings used in Section 7.4 (settings (N–Q)). In the evaluation, we considered that test images were degraded in the most severe setting (setting (N)). With regard to BNCR-GAN+UNIR, we used the degradation generators that were obtained in the experiments described in Section 7.4. We compared BNCR-GAN+UNIR with UNIR with predefined degradation models [66] and CycleGAN with set-level supervision [97].

Results. We report FID and learned perceptual image patch similarity (LPIPS) [95] in Table 4. We found that the set-level supervision-based model (CycleGAN) was susceptible to data distribution, while degradation model-based models (i.e., UNIR and BNCR-GAN+UNIR) constantly performed better in all settings. Between UNIR and BNCR-GAN+UNIR, superiority or inferiority depended on the settings and metrics. These results indicate the potential use of BNCR-GAN+UNIR in image restoration, specifically when only degraded images are available for training.

8. Conclusion

We have presented a new variant of GANs called BNCR-GAN to achieve blur, noise, and compression robust image generation without knowledge of degradation parameters. The two sub-variants, BR-GAN and CR-GAN, used a two-generator model composed of an image and blur-kernel/quality-factor generators. In particular, we devised masking architectures to adjust the blur and compression strengths using bypasses before and after degradation. In BNCR-GAN, which is a unified model integrating BR-GAN, NR-GAN, and CR-GAN, we developed adaptive consistency losses to mitigate the uncertainty caused by the combination. We examined the effectiveness of the proposed models through comparative studies and a generality analysis on two benchmark datasets. We also demonstrated the applicability of BNCR-GAN in image restoration. We hope that our findings will facilitate the creation of generative models on real-world datasets that may contain several types of image degradation.
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9 We found that Deblock+GAN was outperformed by GAN in this case. A common drawback of the model-based deblurring method is oversmoothing, and we suppose that this degraded FID more than JPEG compression.

\[ \text{Table 3. Comparison of FID} \] on FFHQ. Smaller values are better. Experiments were conducted once owing to the time-consuming training. The notation is the same as that in Table 1.

<table>
<thead>
<tr>
<th>Model</th>
<th>(D) Blur</th>
<th>(J) Comp.</th>
<th>(P) All</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAN</td>
<td>34.1</td>
<td>45.5</td>
<td>34.9</td>
</tr>
<tr>
<td>AmbientGAN</td>
<td>27.7</td>
<td>27.0</td>
<td>24.5</td>
</tr>
<tr>
<td>BR-GAN</td>
<td>25.3</td>
<td>25.7</td>
<td>24.2</td>
</tr>
<tr>
<td>Deblur+GAN</td>
<td>32.9</td>
<td>50.0</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Comparison of FID and LPIPS on CIFAR-10 in image restoration. The results are listed as FID / LPIPS. We report the scores for the model that achieved the median FID over three training runs. Bold and bold italic fonts indicate the best and second-best scores, respectively. The symbols † and ‡ indicate that the models require additional supervision (i.e., predefined degradation models and set-level supervision, respectively).

<table>
<thead>
<tr>
<th>Model</th>
<th>(O)</th>
<th>(P)</th>
<th>(Q)</th>
<th>(N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UNIR</td>
<td>28.4 / 0.0204</td>
<td>22.4 / 0.0155</td>
<td>21.0 / 0.0137</td>
<td>24.8 / 0.0146</td>
</tr>
<tr>
<td>BNCR-GAN+UNIR</td>
<td>27.7 / 0.0184</td>
<td>21.5 / 0.0172</td>
<td>20.4 / 0.0152</td>
<td>24.8 / 0.0206</td>
</tr>
<tr>
<td>CycleGAN†</td>
<td>30.2 / 0.0226</td>
<td>27.1 / 0.0177</td>
<td>33.7 / 0.0259</td>
<td>N/A / N/A</td>
</tr>
</tbody>
</table>

---

Figure 4. Examples of blur robust image generation and compression robust image generation (best viewed at high resolution). The upper and bottom rows show examples for the settings (D) and (J), respectively. We provide examples of blur, noise, and compression robust image generation (setting (P)) in Figure 1.
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