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Figure 1: Results of facial attribute editing (256 × 256), and the Grad-CAM for each attribute. The first two rows are the

results from the original AttGAN while the latter two are those from the AttGAN trained with our proposed CAM-consistency

loss.

Abstract

Facial attribute editing aims to manipulate the image

with the desired attribute while preserving the other de-

tails. Recently, generative adversarial networks along with

the encoder-decoder architecture have been utilized for this

task owing to their ability to create realistic images. How-

ever, the existing methods for the unpaired dataset cannot

still preserve the attribute-irrelevant regions properly due to

the absence of the ground truth image. This work proposes

a novel, intuitive loss function called the CAM-consistency

loss, which improves the consistency of an input image in

image translation. While the existing cycle-consistency loss

ensures that the image can be translated back, our approach

makes the model further preserve the attribute-irrelevant

regions even in a single translation to another domain by

using the Grad-CAM output computed from the discrimi-

nator. Our CAM-consistency loss directly optimizes such

a Grad-CAM output from the discriminator during train-

ing, in order to properly capture which local regions the

generator should change while keeping the other regions

unchanged. In this manner, our approach allows the gener-

ator and the discriminator to collaborate with each other to

improve the image translation quality. In our experiments,

we validate the effectiveness and versatility of our proposed

CAM-consistency loss by applying it to several represen-

tative models for facial image editing, such as StarGAN,

AttGAN, and STGAN.
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1. Introduction

Image-to-image translation is a key task in computer vi-

sion, the aim of which is to learn the mapping of an in-

put image in a source domain to the one in a target do-

main. Since generative adversarial networks (GANs) [6]

have been proposed, showing their ability to create real-

istic images, numerous studies on image translation, such

as facial attribute editing, have been conducted due to its

practicality. However, it is unrealistic to find all the paired

datasets for various attributes (e.g., the same person with a

different gender), so unpaired image translation approaches

have also been studied. For example, Zhu et al. [31] intro-

duced CycleGAN, which can translate the images between

different domains using the unpaired dataset via the cycle-

consistency loss. StarGAN [3] and AttGAN [8] were also

proposed to edit the facial attributes while achieving multi-

domain translations using a single generator.

Facial attribute editing, which aims to manipulate the

particular attribute with the given face image, is still a chal-

lenging task. One such challenge lies in difficulty in pre-

serve attribute-irrelevant regions while changing the desired

attribute of a given image. For example, the existing models

often change the overall color of an image to a golden color

when imposing a blond hair attribute. Recently, additional

modules were proposed to preserve attribute-irrelevant re-

gions. Zhang et al. [29] proposed SaGAN that changes only

the partial region of an image based on the estimated seg-

mentation masks. However, such local manipulation may

not be applicable in the case of changing the global attribute

(e.g., gender and age) translation. In response, CAFE-

GAN [12] attempted to preserve the attribute-irrelevant re-

gions by predicting the attribute-relevant information in fea-

ture maps, not at a pixel level, using the attention branch

network (ABN) [5]. RelGAN [16] uses the relative at-

tributes and utilizes a conditional adversarial loss by taking

triplets consisting of two images and a vector of modified

attributes for image translation. However, these approaches

are not easily applicable to the general architectures since

they require specific modules, and they do not employ an

explicit loss for pixel-level preservation.

To further address this issue, we propose a novel, in-

tuitive loss function called the CAM-consistency loss for

image-to-image translation by utilizing the Grad-CAM [20]

in adversarial training. Our proposed loss is widely ap-

plicable to the existing image translation approaches such

as StarGAN [3], AttGAN [8], and STGAN [18] without

modifying their architectures. Furthermore, our CAM-

consistency loss can overcome various limitations of the ex-

isting methods since it enforces the generator to preserve the

irrelevant regions of an image at a pixel level while making

the discriminator attend to the attribute-relevant informa-

tion at a feature level. This allows the model to generate the

image at once while preserving the attribute-irrelevant re-

gions as shown in Figure 1. In summary, our contributions

include:

• We propose a novel loss function called the CAM-

consistency loss, which can directly enforce the gen-

erator to preserve the attribute-irrelevant regions while

the discriminator handles the attribute-relevant re-

gions. It works even without any additional informa-

tion such as segmentation maps of each attribute or any

modification of the network architectures, and also it

allows the generator and the discriminator collaborate

with each other for the better performance.

• Our proposed CAM-consistency loss overcomes the

limitations of the existing image-to-image translation

approaches by directly preserving attribute-irrelevant

regions computed by the discriminator.

• We demonstrate the possibility of using the Grad-

CAM directly as training objectives, rather than just

a visualization tool.

2. Related Work

2.1. Generative Adversarial Networks

Since originally proposed by Goodfellow et al. [6],

GANs have shown impressive results in computer vision

tasks such as image translation [3, 10, 17, 24, 31], super-

resolution [13, 22], image manipulation [11, 14, 26], syn-

thesizing realistic output images. Mirza and Osindero [19]

introduced conditional GANs (cGANs) to generate the im-

ages with the given properties by taking the condition vari-

ables as input. The need for the expensive paired data for

image translation, however, makes it difficult for real-world

deployment. To overcome the lack of a paired training

dataset, CycleGAN [31] introduced the cycle-consistency

loss by restricting the generated image to be converted back

to the original image. Furthermore, Choi et al. [3] proposed

StarGAN to tackle multi-domain image-to-image transla-

tion tasks by leveraging an auxiliary classifier.

2.2. Facial attribute editing

Facial attribute editing is a prominent task for real-life

applications with the increasing need to manipulate hu-

mans’ facial images. StarGAN utilized a single model

trained on several image datasets and performed the facial

image editing with respect to the facial attributes shared

among them. He et al. [8] introduced AttGAN, which di-

vides the attribute information and image features by ap-

plying the attributes in the decoder part of the generator.

The smooth warp fields were applied to GANs to perform

semantic image editing at arbitrary resolutions including

a very high resolution (4k images) [4]. Lee et al. [14]

introduced MaskGAN that allows interactive facial image
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Figure 2: (a) Standard image-to-image translation approach composed of Generator G and the associated discriminator D.

The model is trained to translate a given image between different domains. (b) The cycle-consistency loss enforces G to

recover the original image from the two consecutive translations (X → Y and Y → X) so that G can preserve the original

information of a given image. (c) Our CAM-consistency loss explicitly ensures consistency in each of the two translations

by allowing the comparison between two different domains by attending only to the attribute-irrelevant regions. To capture

the attribute-irrelevant regions, we utilize the Grad-CAM from the attribute classifier in D as the mask (Grad-CAM mask).

manipulation using semantic masks. In their work, se-

mantic masks serve as an effective intermediate represen-

tation and enable users to manipulate the face images with

flexibility and fidelity preservation. As the real-world ap-

plications of facial attribute editing have received increas-

ing attention, it becomes crucial to change only the rele-

vant part of interest to users while preventing the model

from modifying the background or the other attributes the

users intend to preserve. To solve such issues, further stud-

ies [7, 12, 16, 18, 25, 27, 29] were proposed. GANs with

the replacing strategies [7, 27, 29] were proposed to pre-

serve attribute-irrelevant regions. However, they replace

the output with the calculated mask to manipulate face im-

ages, and hence, are not suitable for manipulating global

attributes. On the other hand, Liu et al. [18] introduced

STGAN with the style transfer unit (STU) similar to the

gated recurrent unit (GRU) [2] to selectively transfer the

style. ResAttr-GAN, a residual attributes learning model

based on the Siamese network, were also proposed by Tao

et al. [25] to learn the attribute differences in the high-level

latent space. CAFE-GAN [12] utilizes the attention branch

network (ABN) [5] and allows the discriminator to prop-

erly identify the regions for the specified attributes. More-

over, RelGAN [16] suggested a binary label transforma-

tion for using relative attributes in a multi-domain image-

to-image translation task. They train the model using the

conditional adversarial loss by taking triplets consisting of

two images and a vector of modified attributes. However,

these approaches does not generally employ the explicit loss

for pixel-level preservation and require specific modules in-

compatible with the general architectures. In this work, we

propose a novel loss function to overcome such limitations

by restricting the generator to preserve other regions while

improving the overall performance of the discriminator.

2.3. Interpreting Convolutional Neural Networks

The interpretation of convolutional neural networks

(CNNs) [1, 5, 20, 21, 23, 28, 30] has attracted signifi-

cant attention to understand the neural network behavior.

Zhou et al. [30] proposed class activation mapping (CAM),

which highlights the model’s attention for the specific class.

However, the requirement of the global average pooling

(GAP) [15] layer in the CAM-based techniques hinders the

network from training and hurt its versatility. The ABN [5]

have been proposed to obtain the attention maps explicitly,

which can be adapted to the classifier for visual explana-

tion and the attention mechanism. Gradient-based visual

explanation [1, 20, 21] is also widely used due to its ease of

use in interpreting CNN models. Selvaraju et al. [20] pro-

posed Grad-CAM, a generalized version of CAM that can

be applied without structural changes of the network. Note

that the existing studies mainly used the Grad-CAM for vi-

sual explanation for a given model. However, we propose

a novel loss function that directly involves the Grad-CAM

module as an optimizable part in the training process.

3. Proposed Method

To begin with, we consider the limitations of the existing

cycle-consistency loss that does not preserve the detailed in-

formation when manipulating the facial image. To address

it, this work proposes a straightforward approach to com-

pare the real image and the generated one. Since it is gen-

erally impractical to compare the real image and the gen-

erated one directly, we propose the CAM-consistency loss

that make the model attend only to those attribute-irrelevant

regions such as the background when comparing the two

images. Concretely, we utilize the Grad-CAM output from

the auxiliary classifier to mask the relevant region to the at-

tribute that the user wants to change. Figure 2 shows the dif-
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Figure 3: (a) From the perspective of the generator, the CAM-consistency loss enforces it to preserve the attribute-irrelevant

(unmasked) regions. (b) On the other hand, the CAM-consistency loss makes the discriminator properly determine the

regions for the generator to change. In this manner, both the generator and the discriminator are trained to preserve the

attribute-irrelevant regions.

ference between the cycle-consistency loss and the CAM-

consistency loss. Note that the CAM-consistency loss is

widely applicable to various architectures with an auxil-

iary classifier since the Grad-CAM module can be flexibly

added without modifying the existing network structure.

In order to achieve this intuition, we adapt the CAM-

consistency loss for both the generator and the discriminator

of GAN models in the training process as depicted in Fig-

ure 3. Interestingly, by simply adding the CAM-consistency

loss to the training objective, we observe that the generator

and the discriminator collaborate with each other. In GANs,

as the name says, the discriminator and the generator are ba-

sically trained in a manner that they compete against each

other. However, to optimize our CAM-consistency loss,

they have to collaborate with each other. In other words,

from the perspective of the generator, it is essential that

the discriminator properly attends to the attribute-relevant

regions for preserving attribute-irrelevant regions. On the

other hand, the discriminator has to properly update the

Grad-CAM region corresponding to the given attributes to

follow the manipulated regions by the generator. Thus, the

generator has to make minimal necessary changes corre-

sponding to the attribute-relevant regions so that the dis-

criminator can correctly classify the attribute. As training

proceeds, the generator can change the part where the dis-

criminator considers to be highly correlated with the given

attributes, while the discriminator can capture the attribute-

relevant regions by focusing on the region where the gen-

erator made changes. Of course, our training objective is

fully aligned with the original purpose of the image manip-

ulation so that the application of our CAM-consistency loss

does not harm the quality of generated images.

3.1. Grad­CAM Mask

Grad-CAM is the network-agnostic method that visual-

izes where the classifier attends for a particular class. Al-

though Grad-CAM has been originally proposed for inter-

preting CNN models, we use this mechanism for masking

attribute-relevant regions. For facial attribute editing, we

define the Grad-CAM mask as the mask covers where the

Grad-CAM attends for the given relative attribute. The rel-

ative attribute atts→t indicates the difference between the

target attributes and the source ones, i.e.,

atts→t = attt − atts. (1)

The attribute vector is represented as a binary value. There-

fore, the relative attribute has the value of 1 when a new

attribute is introduced and the value of -1 if an attribute is

removed. By taking the relative attribute, we can consider

the changes in the attributes and also expect Grad-CAM to

find the counter-factor with a negative value. To obtain the

Grad-CAM mask for generated image Ms→t ∈ R
w×h of

width w and height h, we compute the gradients for class

scores y multiplied by the relative attribute vector atts→t,

with respect to feature map activations Ak of a convolu-

tional layer, i.e., ∂(y ⊙ atts→t)/∂A
k. Following the origi-

nal work, the neuron importance weights αk
s→t are obtained

by global-average-pooling these gradients across the width

and height dimensions, i.e.,

αk
s→t =

1

Z

∑

i

∑

j

∂(y ⊙ atts→t)

∂Ak
ij

. (2)

In order to obtain the Grad-CAM mask Ms→t, we apply

normalization after performing a weighted combination. In

addition, we only take the value between 0 and 1 to use it as

a mask for image comparison. This also restricts the max-

imum value to 1 so that the regions with the values higher

than the specific threshold (1 in our work) can be treated

equally. Hence, the Grad-CAM mask Ms→t can be derived
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as

Ms→t = Normalize

(

∑

k

αk
s→tA

k

)

[0,1]

. (3)

In practice, after obtaining the mask for the generated im-

age, we also get the mask for the original image in a simi-

lar manner using the corresponding relative attribute vector,

attt→s = atts − attt. The final Grad-CAM mask MCAM

is obtained by adding the two masks, one from the gener-

ated image, and another from the original image.

3.2. CAM­Consistency Loss

For both the generator and the discriminator, we imple-

ment the CAM-consistency loss using the Grad-CAM mask

obtained in Section 3.1. Since the Grad-CAM has higher

values in more relevant regions, we invert their values and

multiply them to both the original image and the generated

image. After masking the attribute-irrelevant regions, we

compare the original image and the generated one, i.e.,

LCAM (x, x′) = Ex,x′ [(1−MCAM )⊙ ||x− x′||1]. (4)

Generator. In the generator, the CAM-consistency loss

plays a role of enforcing the generator to preserve those re-

gions not covered by the Grad-CAM mask. Assuming that

the discriminator well predicts the regions for the classifica-

tion, the generator can learn to change the region of an im-

age that is highly related with the attributes while preserving

its other regions. We add the CAM-consistency loss to the

existing objective function of an image translation model

for both forward and backward directions between the two

domains. That is, our new objective function of the genera-

tor is written as

LG = Lorigin
G +

1

2
λCAM (LCAM (x, y) + LCAM (y, x̂)) ,

(5)

where x is the input image, y is the generated image, and

x̂ is the image reconstructed from y. λCAM is the hyper-

parameter that controls the importance of the preservation

of the attribute-irrelevant regions. To train the generator,

we set the value of λCAM as 5 in all the experiments. Since

optimizing output images for the Grad-CAM (rather than

preservation) results in lower image quality in practice, we

do not involve the terms related to the Grad-CAM mask gen-

eration while training the generator.

Discriminator. For training the discriminator, we add the

CAM-consistency loss to the objective function in the same

manner used as in the generator. However, it enforces the

discriminator, but not the generator, to cover the changed

regions of the image via the Grad-CAM mask. The objective

function of the discriminator is written as

LD = Lorigin
D + λCAMLCAM (x, y), (6)

where x is the input image and y is the generated image.

λCAM is the hyper-parameter that controls how much the

discriminator should focus on the region of an image where

the generator make changes. Similar to the generator, we

set the value of λCAM as 5 in all the experiments. Since

the discriminator often uses shared layers to classify the

attributes as well as to classify whether a given image is

real or fake, the CAM-consistency loss can affect how the

discriminator determine whether an image is real. In Sec-

tion 4.6, we show that even applying the CAM-consistency

only to the discriminator can indirectly enforce the genera-

tor to preserve the attribute-irrelevant regions.

To summarize, if the generator does not correctly per-

form image translation, the discriminator will not be able

to properly attend to the given attributes since the Grad-

CAM is trained to focus on the regions where the generator

changes. Similarly, if the discriminator fails to attend to the

attribute-relevant regions, the generator will not be properly

guided to the region that should be preserved. Note that

the CAM-consistency loss is applied to the existing models,

indicating that both the generator and the discriminator are

still trained via the adversarial loss and the classification

loss. This allows the Grad-CAM mask to properly mask

attribute-relevant regions, rather than arbitrary regions.

4. Experiments

4.1. Dataset

We evaluate our proposed loss function on the CelebA

dataset containing 202,599 aligned facial images with 40

associated binary attributes. In all experiments, we consider

13 attributes, including Bald, Bangs, Black Hair, Blond

Hair, Brown Hair, Bushy Eyebrows, Eyeglasses, Male,

Mouth Slightly Open, Mustache, No Beard, Pale Skin, and

Young, which have strong visual impact and widely used for

the relevant work. Each image is cropped to 178× 178 and

then resized to 128 × 128. We take 2,000 images as test

data for evaluation.

4.2. Baseline Models and Proposed Loss

We validate our CAM-consistency loss using widely-

used models for facial attribute editing. Specifically, we

apply our proposed loss in the training process of three

different image-to-image translation models; StarGAN [3],

AttGAN [8], and STGAN [18].

StarGAN uses a single shared generator for multi-domain

image translation. The generator takes an image and the tar-

get attribute vector as input and generates the manipulated

image. The cycle-consistency loss [31] is used for preserv-

ing the existing information of the image.

AttGAN aims to model the relations between the target

vector and the latent representation of the image by treat-

ing the attribute vector as part of the latent representations.
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StarGAN *StarGAN AttGAN *AttGAN STGAN *STGAN

21.14

(±6.77)

17.98

(±3.24)

14.27

(±6.29)

13.27

(±4.04)

11.61

(±4.68)

10.49

(±3.66)

Table 1: Average FID scores for 13 translation tasks (lower

is better). The models with * correspond to those trained

with the CAM-consistency loss, and the values in parenthe-

ses denote the standard deviation.

Due to its autoencoder-like model architecture, AttGAN

can preserve the information of the original image without

the cycle-consistency loss.

STGAN utilizes the style transfer unit (STU) similar to

GRU to overcome the limitations of the existing skip con-

nections used by AttGAN. Unlike StarGAN and AttGAN,

it takes the relative attribute vector indicating the difference

between target and source attribute vectors to identify those

attributes that need to be changed.

We use StarGAN1, AttGAN2, and STGAN3 as our base-

line models and then compare the performance after apply-

ing the proposed CAM-consistency loss. For each baseline

model, we experiment with two types of models with and

without the CAM-consistency loss. Since the loss can be

applied without changing the network structure, we add the

CAM-consistency loss to the objective functions for both

the generator and the discriminator without modifying the

structure or searching for new hyper-parameters.

4.3. Quantitative results

For quantitative evaluations of the visual quality of trans-

lated images, we use Fréchet Inception Distance (FID) [9]

and peak-signal-to-noise ratio (PSNR) as our evaluation

metrics. When computing PSNR, the corresponding re-

gions to the changed attributes are masked using a pre-

trained face parser model, in order to calculate the mean

squared error (MSE) only for the attribute-irrelevant regions

that should be preserved.

FID score. FID indicates how far the distribution of the ma-

nipulated image is from the distribution of the original one;

thus, this metric is generally consistent with human evalua-

tions. We calculate the FID scores of the translated images

and the original images for each model to examine how well

they keep the existing information with high quality. Ta-

ble 1 reports the average FID scores for 13 translations of

each attribute. As expected, the models with our proposed

CAM-consistency loss can achieve lower FID scores. This

indicates that our proposed loss helps the model preserve

the overall image quality.

PSNR of attribute-masked images. We evaluate how well

the CAM-consistency loss preserves the information of the

1https://github.com/yunjey/stargan
2https://github.com/elvisyjlin/AttGAN-PyTorch
3https://github.com/bluestyle97/STGAN-pytorch

Black hair Blond hair Brown hair Pale skin Average

StarGAN 24.29 21.78 25.06 21.86 23.25

*StarGAN 25.46 25.30 26.94 24.96 25.66

AttGAN 28.03 25.65 29.89 25.47 27.26

*AttGAN 28.77 26.37 31.05 27.70 28.47

STGAN 26.80 23.56 28.03 26.21 26.15

*STGAN 28.84 25.31 29.70 29.22 28.27

Table 2: PSNR results of attribute editing for validating the

preservation ability and the visual quality (higher is better).

We used face parser, which is pre-trained by CelebAMask-

HQ dataset [14] for masking the local attributes (e.g., hair

and skin). The models with * correspond to those trained

with the CAM-consistency loss.

Brown Hair Blond Hair Pale skin Gender
Blond hair

Pale skin

Gender

Age

AttGAN 35.0% 31.7% 16.7% 45.0% 38.2% 41.8%

*AttGAN 65.0% 68.3% 83.3% 55.0% 61.8% 58.2%

Table 3: User study results on facial attribute editing tasks

(higher is better). The models with * correspond to those

trained with the CAM-consistency loss.

given image when changing the local attributes by calculat-

ing PSNR with known segmentation masks. We use a pre-

trained face parser trained with the CelebA-HQ dataset [14]

to mask the attribute-relevant regions. We mask the hair re-

gions for Black hair, Brown hair, Blond hair attributes, and

mask skin regions (e.g., skin, nose, and neck) for Pale skin

attribute. Table 2 shows the PSNR results for each attribute.

4.4. Qualitative results

Figure 4 shows the results from the baseline models and

those with our CAM-consistency loss. The existing mod-

els seem to preserve the important features from the orig-

inal information with the cycle-consistency loss or with

the encoder-decoder architectures. However, the lack of

an explicit loss for preserving the attribute-irrelevant re-

gions, those models often change the overall color of the

images including the background regions. On the contrary,

the models with the CAM-consistency loss maintain the

attribute-irrelevant regions by simply adding our proposed

loss function during training. In particular, it prevents the

existing models from generating new faces with the given

attributes or changing the color of the background on differ-

ent attributes, such as Pale skin or Blond hair. Interestingly,

we can observe that the changed regions appear differently

for each model, regardless of the application of our CAM-

consistency loss, indicating that the architecture of the base

model itself is still important.

4.5. User Study

We conduct a user study for validating the effectiveness

of our proposed CAM-consistency loss, as the results are
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Figure 4: Results for each baseline and the ones trained with the CAM-consistency loss. The first column shows the input

image while the other columns show the attribute-editing results. If the input image already has an attribute, it will be

translated into an image without such an attribute. Note that we add the CAM-consistency loss without any modifications to

the model structure or hyper-parameter tuning.

shown in Table 3. We consider six tasks that significantly

impact the overall quality, including preserving the irrele-

vant parts (e.g., background) of the image. AttGAN is used

as our baseline due to its superior capability in preserving

the original information, as shown in Table 2. Since our

proposed loss offers the preservation of the original images,

we provide the gif-format examples where the real image

and the generated one are shown in the same place to visu-

ally highlight the differences between the two images. We

provide the examples from AttGAN with the pairs of the

original one and the one with the CAM-consistency loss.

Then we request the participants to choose the best one,

which properly translates an image with respect to the given

attributes while preserving the remaining regions of the im-

age.

4.6. Ablation Study

In this work, we apply our CAM-consistency loss to both

the generator and the discriminator by default. We con-

duct an ablation study to validate the impact of the CAM-

consistency loss in the generator and the discriminator. Fig-

ure 5 shows the results of facial attribute editing and the

corresponding Grad-CAM from the discriminator in differ-

ent settings. We use AttGAN as the baseline model. Gen-

erator only and Discriminator only show the results of ap-

plying the CAM-consistency loss only to the generator and

applying it only to the discriminator, respectively. When

the CAM-consistency loss is applied only to the genera-

tor, the discriminator cannot fully attend to the attribute-

relevant regions. Due to the incomplete mask, the proper

change of the attributes cannot be made; even the gener-

ated image may look identical to the original one. On the

contrary, when the CAM-consistency loss is applied only

to the discriminator, the discriminator seems to capture the

attribute-relevant regions. However, since there is no di-

rect influence to the generator, it still fails to manipulate

the attributes while keeping all the attribute-irrelevant re-

gions. For example, the generator cannot preserve the hair

regions when translating the input image to a different gen-

der. Nevertheless, interestingly, enforcing the discrimina-

tor to capture the region where the generator should change

can slightly help to preserve the attribute-irrelevant regions

even without restricting the generator by the loss functions.

We conjecture that the discriminator indirectly affects the
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Figure 5: Results of facial attribute editing and the corresponding Grad-CAM in different settings of applying the CAM-

consistency loss. In our work, the CAM-consistency is applied to both the generator and the discriminator as shown in the

last two rows (Both).

generator in adversarial training, and this highlights the im-

portance of the properly trained classifier in an image trans-

lation model. The last two rows (Both) show the results of

the CAM-consistency loss applied to both the generator and

the discriminator, as proposed in our work. The generator

and the discriminator perform better than any other setting

by collaborating with each other. The generator can fully

preserve the hair regions when it translates the image to a

different gender. This indicates that the generator and the

discriminator can improve the overall performance of the

model by collaborating with each other.

5. Conclusions

In this work, we proposed a novel, intuitive loss function

called the CAM-consistency loss, which can consistently

improve the performance of the existing image-to-image

translation models. Using our proposed approach, the gen-

erator and the discriminator can collaborate with each other

while improving their performances even in adversarial set-

tings, showing the potentials in using Grad-CAM directly

as the training objective. We hope that our work will en-

courage researchers to re-think how to fully utilize the in-

teractions between the generator and the discriminator.
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