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Abstract

We address the generalization ability of recent learning-

based point cloud registration methods. Despite their suc-

cess, these approaches tend to have poor performance

when applied to mismatched conditions that are not well-

represented in the training set, such as unseen object cat-

egories, different complex scenes, or unknown depth sen-

sors. In these circumstances, it has often been better to

rely on classical non-learning methods (e.g., Iterative Clos-

est Point), which have better generalization ability. Hybrid

learning methods, that use learning for predicting point

correspondences and then a deterministic step for align-

ment, have offered some respite, but are still limited in their

generalization abilities. We revisit a recent innovation—

PointNetLK [1]—and show that the inclusion of an analyti-

cal Jacobian can exhibit remarkable generalization proper-

ties while reaping the inherent fidelity benefits of a learning

framework. Our approach not only outperforms the state-

of-the-art in mismatched conditions but also produces re-

sults competitive with current learning methods when oper-

ating on real-world test data close to the training set.

1. Introduction

Imagine a situation where you want to align two point

clouds—but have little to no knowledge about the sensor

noise, point density, or scene complexity before applying

your algorithm (see Fig. 1). Under these circumstances,

modern learning-based 3D point alignment methods exhibit

surprisingly poor performance. This is a common expe-

rience within many industrial robotic and vision applica-

tions. The usual strategy is to instead rely on classical non-

learning methods for 3D point alignment—such as Itera-

tive Closest Point (ICP) [4]—whose performance is infe-

rior to what is now possible through learning-based meth-

ods [16, 32] but can generalize well to unknown condi-

tions. An obvious drawback here is the hand-crafted guess-

work associated with these non-learning methods, which

Figure 1. Our analytical derivation of PointNetLK can be trained

on a clean, dense, synthetic 3D object dataset and still accurately

align noisy, sparse, real-world 3D scenes. Green is the template

point cloud, purple is the registered point cloud, and the orange

point clouds are an object training set. ξ are the rigid transforma-

tion parameters inferred by our method.

can make their performance less than desirable.

In this paper, we advocate for a revisiting of the recent

PointNetLK algorithm [1]. We propose a novel derivation,

which circumvents many of its current limitations in terms

of robustness and fidelity. Our approach employs an ana-

lytical Jacobian matrix that can be decomposed into feature

and warp components. A specific advantage of this decom-

position is the ability to modify the analytical warp Jacobian

without having to re-train the PointNet features. We demon-

strate how this property can be used to great effect through

a voxelization process that can accommodate the alignment

of complex real-world scenes (i.e., 3DMatch [44]) by train-

ing solely on clean, dense synthetic objects (i.e., Model-

Net [37]). Further, in matched train-test conditions, we

show that our approach outperforms state-of-the-art hybrid

methods, including correspondence-based methods [35,43],

and the original PointNetLK of Aoki et al. Finally, we

demonstrate how our approach can achieve results compet-

itive with those of the state-of-the-art Deep Global Regis-

tration (DGR) [8] method on real-world scenes, even when

the latter is trained under matched conditions. These results

are in stark contrast to those presented by Aoki et al. whose

Code available at https://github.com/Lilac-Lee/PointNetLK Revisited.git.
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experimental results were limited to synthetic objects.

Why revisit PointNetLK? Methods that use learning for

predicting point correspondences, followed by a determin-

istic step (e.g., singular value decomposition (SVD) [35]) to

determine the alignment have become particularly popular.

These hybrid methods [8, 35, 36, 42, 43]—so called because

they combine modern learning with classical algorithms—

exhibit some useful generalization properties. Aoki et al.’s

PointNetLK approach [1] can also be considered a hybrid

method as it leverages insights from the classical Lucas &

Kanade (LK) [23] algorithm. Instead of using a neural net-

work for modeling the entire registration pipeline, the ap-

proach learns only a point cloud embedding (i.e., Point-

Net [28]). PointNetLK is unique to other recent hybrid

methods in that it aligns directly with a learned feature

representation—as opposed to using learning for predict-

ing point correspondences. We believe it is this inherent

feature-centric abstraction of the point cloud that lies at the

heart of LK’s generalization properties. Our analytical re-

visiting of the PointNetLK framework shines a clearer light

upon these remarkable properties for real-world problems.

2. Related Work

Classical methods: The vast majority of the traditional

point cloud registration methods have focused on the

correspondence-based method: finding a set of correspon-

dence candidates and using the robust algorithms to com-

pute the registration from the noisy correspondence candi-

dates. ICP, RANSAC, and their variants [7, 15, 31, 40, 45]

have dominated this field for decades. To find reliable cor-

respondences, various hand-crafted 3D descriptors [29, 30]

have been proposed. In contrast to recent deep learning

methods, the classical methods tend to generalize better in

unseen environments due to their lack of bias towards any

pre-existing training set, making them the choice of many

real-world applications nowadays.

Hybrid learning methods: Recent works have shown that

the deeply learned 3D descriptors and detectors, in contrast

to traditional hand-crafted counterparts, lead to less noisy

correspondences and thus improve the performance when

used together with ICP and RANSAC [2,11–14,22,41]. We

refer to this type of work as a “hybrid method” as some

components are fixed and not learned.

One notable hybrid learning work is Deep Closest Point

(DCP) [35] proposed by Wang and Solomon. Like other

correspondence-based approaches, DCP predicts per-point

descriptors and soft point correspondences, and then uses

a non-learning module—SVD in the case of DCP—to esti-

mate the final alignment. PRNet [36] further extends DCP’s

ability to handle partial registrations. While RPM-Net [42]

combines PointNet with robust point matching, but requires

extra point normal information.

Recently, Yuan et al. proposed DeepGMR [43] to learn

the point correspondences through a latent Gaussian mix-

ture model while solving registration using an efficient

SVD formulation. Another approach, DGR [8], learns the

point correspondences and uses weighted Procrustes anal-

ysis to solve for alignment. A fundamental issue with all

these correspondence-based hybrid methods, however, is

that they rely on point correspondences which might pro-

duce low-fidelity results when distinctive geometric fea-

tures are scarce or unavailable.

In situations where the initial pose is unavailable, several

global solutions have been applied in the literature to non-

learnable [26, 39, 40, 46] and hybrid models [8, 18]. In this

paper, we focus on local registration problems where noisy

initialization is available since in most applications the ini-

tialization can be easily obtained from previous localization

results or GPS.

Lucas & Kanade algorithm: Recent works have shown

promising results when applying the Lucas & Kanade (LK)

algorithm [23], originally used in image alignment, to the

point cloud registration problem. The LK algorithm and its

variants [3, 5, 21, 24, 27] seek to minimize the alignment er-

ror between two images by using either extracted distinct

features or all the pixels in an image (i.e., photometric er-

ror). Lv et al. [25] used a neural network to extract pyra-

mid features for image tracking. Wang et al. [34] proposed

a regression-based object tracking framework, which uses

the LK algorithm in an end-to-end deep learning pipeline

to train image feature descriptors. In PointNetLK [1], the

authors expanded the end-to-end LK tracking paradigm to

the 3D point cloud.

3. Background

Problem statement: Let PT ∈ R
N1×3 and PS ∈ R

N2×3

be the template and source point clouds respectively, where

N1 and N2 are the number of points. The rigid transforma-

tion that aligns the observed source PS to the template PT

can be defined as G(ξ)= exp(
∑6

p=1 ξpTp) ∈ SE(3), where

ξ ∈ R
6 are the exponential map twist parameters, T are

the generator matrices, and SE(3) is the special Euclidean

group. The PointNet embedding function φ : RN×3 → R
K

can be employed to encode a 3D point cloud into a fixed K-

dimensional feature descriptor. Thus, the point cloud reg-

istration optimization can be formulated as finding ξ that

minimizes the feature difference between the source point

cloud and the template point cloud as

argmin
ξ

‖φ (G (ξ) ·PS)− φ (PT )‖
2
2, (1)

where the operator (·) denotes the rigid transformation.

PointNetLK: Given the non-linearity of Eq. (1), Point-

NetLK iteratively optimizes for an incremental twist param-

eter ∆ξ—as in the classical LK algorithm—that best aligns

the point cloud feature embeddings φ learned by PointNet.
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For efficiency, the twist increments ∆ξ are applied to PT

instead of PS , as in the inverse compositional formulation

of the LK algorithm (IC-LK) [3]. Thus, the warp increment

∆ξ is obtained by linearizing

argmin
∆ξ

‖φ (PS)−φ
(
G-1

(
ξi◦-1∆ξ

)
·PT

)
‖22, (2)

using first-order Taylor expansion. The symbol ◦-1 refers to

the inverse composition. This produces

argmin
∆ξ

‖φ(PS)−φ
(
G-1

(
ξi
)
·PT

)
−J∆ξ‖22, (3)

which is then solved for η iterations as ξ(i+1) ← ξi ◦-1 ∆ξ.

The Jacobian matrix J is defined as

J =
∂φ

(
G-1 (ξ) ·PT

)

∂ξT
∈ R

K×6, (4)

where each twist parameter gradient Jp ∈ R
K is approxi-

mated using numerical finite differences as

Jp ≈
φ (exp(−tpTp)·PT )− φ(PT )

tp
, (5)

where tp is the step size to infinitesimally perturb the twist

parameter ξp of Jp. Instead of learning tp, PointNetLK

requires a pre-defined value for the approximation, and in

practice, is set to be the same for each dimension, i.e.,

tp=t, ∀p.1

Limitations: PointNetLK draws inspiration from the clas-

sical IC-LK in which both seek to align a source to a tem-

plate (image or point cloud) by minimizing the sum of

squared error between their features through gradient de-

scent. Also, both methods switch the role of the template

and source to avoid the re-evaluation of the Jacobian in ev-

ery iteration and solve for an incremental warp that is in-

verted before composed to the current estimate. However, a

fundamental difference between PointNetLK and IC-LK is

in the derivation of the Jacobian matrix. The derivation in

IC-LK assumes a particular form for the Jacobian—it is de-

fined as a product of two gradients: an image/feature gradi-

ent and a warp Jacobian. Such a Jacobian decoupling is use-

ful as the features and the warp parameters can be separated

from each other. This allows for an easy replacement of

the warp function according to the registration task. Point-

NetLK overlooked this important property and proposed a

derivation based on a numerical finite difference technique

which is numerically unstable and can result in issues such

as biased gradient values (when a very large step size t is

selected), or catastrophic cancellation (when a very small

step size t is selected). In addition to the above numerical

issues, PointNetLK computes the gradients w.r.t. p parame-

ters, which might easily become a computational overhead

during training.

1Refer to IC-LK [3] and PointNetLK [1] for in-depth information.

4. Analytical PointNetLK

We propose an analytical derivation of PointNetLK that

circumvents its current limitations. Instead of approximat-

ing the Jacobian using numerical finite differences, we pro-

pose to decompose the Jacobian in Eq. (4) using the chain

rule into two components: feature gradient and warp Jaco-

bian:

J =
∂φ

(
G-1 (ξ) ·PT

)

∂ (G-1 (ξ) ·PT )
T

︸ ︷︷ ︸

Feature gradient

∂
(
G-1 (ξ) ·PT

)

∂ξT
︸ ︷︷ ︸

Warp Jacobian

. (6)

Assuming without loss of generality that the initial trans-

formation applied to the template point cloud, PT , is the

identity matrix, i.e., G-1 (ξ)=I, we can pre-compute J as

J =
∂φ(PT )

∂ vec(PT )T
︸ ︷︷ ︸

Feature gradient

∂(G-1 (ξ) ·PT )

∂ξT
︸ ︷︷ ︸

Warp Jacobian

, (7)

where vec(·) is the vectorization operator. The Jacobian

is therefore a constant and its re-computation in each iter-

ation can be avoided. The feature gradient
∂φ(PT )

∂ vec(PT )T
∈

R
N1×3×K describes how the PointNet feature embedding

changes w.r.t the template point cloud PT . The warp Jaco-

bian
∂(G-1(ξ)·PT )

∂ξT ∈ R
N1×3×6 describes how changes in the

twist parameters ξ affect the rigid transformation of PT .

We employ a simplified PointNet architecture [28] (i.e.,

with L=3 layers and without the T-Net module) to extract

per-point features zl from PT . The feed-forward network

is defined as zl=ReLU(BNl(Alzl−1 + bl)), where A is a

matrix transformation, b is the bias term, BN(·) is the batch

normalization layer, ReLU(·) is the element-wise rectified

linear unit function, and l is the network’s l-th layer. Thus,

our per-point embedding feature can be simplified as zL.

We explicitly solve for the partial derivatives of the embed-

ding feature zL w.r.t the input template point cloud PT as

∂zL

∂ vec(PT )T
=

L∏

l=1

∂zl

∂zTl−1

, (8)

where z0=vec(PT ). To extract a global feature vector, we

apply the max pooling operation, Pool(·), since it is a sym-

metrical function that is invariant to the unordered nature

of point clouds (as in [1, 28]). Thus, the final Jacobian is

defined as

J = Pool








∂zL

∂ vec(PT )T
︸ ︷︷ ︸

Feature gradient

∂
(
G-1 (ξ) ·PT

)

∂ξT
︸ ︷︷ ︸

Warp Jacobian








. (9)

The transformations are then updated for η iterations as,

ξ(i+1) ← ξi◦-1∆ξ, G-1
(
ξ ◦-1 ∆ξ

)
= G-1 (ξ)G-1 (∆ξ).
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Our proposed analytical PointNetLK does not rely on

numerical finite difference techniques as in the original

PointNetLK. Therefore, it does not depend on the step size

parameters to approximate the gradients, which might lead

to numerical instabilities (see the analysis in the subsec-

tion 4.2). Also, our analytical Jacobian is decomposable,

meaning that we can reuse the feature gradient and change

the warp Jacobian component according to the registration

task without retraining the entire registration pipeline (see

Fig. 2). This was previously not possible with the original

PointNetLK formulation.

Note that our Jacobian matrix is fully analytical (for both

feature gradient and warp Jacobian) in contrast to the IC-

LK algorithm which only the warp Jacobian component is

analytical. Our method’s feature gradient is analytical since

it is computed directly over the 3D geometric coordinates

of a point cloud. Our method differs from the recent image-

based conditioned LK [21] and Deep-LK [34] in that we

directly compute the gradients over a non-linear function φ

instead of a linearly regressed function.

Furthermore, we emphasize that an analytical Jacobian

computation is fundamentally different from the backprop-

agation process commonly used in neural networks. Back-

propagation relies on the computation of gradients of a loss

function with respect to the network weights. Instead, we

propose to unroll the network and explicitly compute the

feature gradients with respect to the input point cloud. Fi-

nally, we argue that automatic differentiation (AD) is not

suitable to solve the analytical Jacobian because it is not

decomposable. Even if we only use AD to compute the fea-

ture gradient, it still incurs a computational overhead given

the high dimensionality of the PointNet features (i.e., 1024).

4.1. Voxelized analytical PointNetLK

In our proposed analytical PointNetLK, we employ

PointNet to extract a global feature descriptor from a point

cloud. This has been shown to work well to represent 3D

synthetic objects [1, 28]. However, as we show in our ex-

periments, such a global feature embedding is not able to

capture complex, large scene features, and the performance

drops drastically when trying to register real-world scenes.

Here, we propose a strategy to tackle the registration of

a complex, real-world scene by first dividing it into smaller

regions. During testing, we voxelize the 3D space and

use PointNet to extract local feature descriptors from each

voxel. Thus, the feature embedding of each voxel can cap-

ture local geometric information despite the complexity of

the scene. Formally, given a point cloud P sampled from

a complex scene, we first partition the set of points into lo-

cal voxels, where the points inside a voxel are represented

as Vm, where m=1:M , and M is the number of voxels.

Then, for each voxel, a local Jacobian JVm
is computed

within its own coordinate frame. However, we still want to

Figure 2. Jacobian decomposition. We can pre-compute the an-

alytical feature gradient from a 3D point cloud. For different reg-

istration tasks, we do not need to re-train the entire registration

pipeline. Only the feature gradient is learnable, with the warp Ja-

cobian being defined analytically and easily modified. For exam-

ple, in 6 DoF registration, we can compose a 3×6 warp Jacobian to

the pre-computed feature gradient to get the steepest descent point

features as depicted in the upper part. If we impose a constrained 3

DoF rigid transformation (e.g., the rigid transformation in the 2D

xy-plane) as shown in the bottom part, a 3×3 warp Jacobian can

be computed and composed to get a 3D Jacobian.

solve for a global transformation that aligns the entire point

cloud at once. To achieve this, we employ a conditioned

warp Jacobian to transfer the local Jacobians into the global

coordinate frame as

Jg = [JV1
, · · · ,JVM

]








(
∂ξV1

∂ξT

)

...
(

∂ξVM

∂ξT

)







. (10)

Thus, the optimization defined in Eq. (3) becomes,

argmin
∆ξ

‖

M∑

m=1

(
φ(VSm)−φ

(
G-1

(
ξi
)
·VT m

))
−Jg∆ξ‖22.

(11)

The sum over the local feature gradient from each voxel

represents the global feature of the entire point cloud, which

corresponds to the global analytical Jacobian.2

Our proposed voxelized formulation to handle the regis-

tration of complex scenes is only possible because we can

decompose the analytical Jacobian (see Fig. 2). We only

modify the analytical warp Jacobian and re-use the feature

gradients even if it was previously trained on a completely

different dataset. For example, one can train on a synthetic

object dataset and test on large, complex scenes.

4.2. Analysis of the Jacobian

We demonstrate how the numerical Jacobian deviates

from the analytical Jacobian according to the step size t in

Fig. 3. We changed t from 10e−10 to 10 to show how un-

stable the numerical Jacobian might become. Although the

2Please refer to the supplementary material for more details regarding the

voxelization strategy.
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Figure 3. Analysis of the Jacobian. We demonstrate the corre-

lation between the numerical and analytical Jacobian for different

step sizes t. Given that the Jacobian matrix is controlled by 6 pa-

rameters, we only plot a single dimension (rotation w.r.t. z-axis)

to simplify the visualization. Note how the numerical Jacobian

proposed in the original PointNetLK [1] is extremely sensitive to

different t’s. The diagonal red line represents the ideal error (i.e.,

zero error) between the numerical and analytical Jacobian, mean-

ing that the closer the points are to the red line, the better the nu-

merical gradient approximation is. A large (e.g., t≥1) or a small

(e.g., t≤10e−4) step size drastically impacts the numerical ap-

proximation of the Jacobian.

step size t=10e−2 approximates the Jacobians to the an-

alytical ones, it is still noisy. Theoretically, t would need

to be infinitesimally small to approximate to the analytical

Jacobian using a numerical finite difference method. Prac-

tically, if we set t to a large value (e.g., t=10), the gradients

are extremely noisy and biased, while with a small t (e.g.,

t=10e−10) the gradients vanish. Moreover, the step size is

highly dependent on the dataset, which might not always be

easily tuned.

Note that heuristic techniques such as gradient clipping

will likely not avoid numerical instabilities since the in-

herent problem of numerical finite differences cannot be

solved. The analytical Jacobian circumvents numerical lim-

itations and allows for high fidelity registration, as shown in

the experiments in Section 5.1.

4.3. Loss function

We use two loss functions to train our proposed analyt-

ical PointNetLK: a rigid transformation loss and a feature

loss.

Rigid transformation loss: We want to minimize the mean

squared error (MSE) between the estimated transformations

G̃ and the ground-truth transformations G. For efficiency,

we formulate the transformation loss as

LG = min
∆ξ
‖G̃ (ξ ◦∆ξ)G-1 (ξ)− I4‖

2
F , (12)

where I4 ∈ R
4×4 is an identity matrix, and ‖ · ‖F is the

Frobenius norm. This formulation is computationally effi-

cient as it avoids matrix logarithm operations.

Feature loss: To capture different feature cues for the trans-

formed point clouds, we include a feature loss during train-

ing. We want to minimize the error between the template

φ(PT ) and the source point cloud feature φ(PS). When

the point clouds are aligned, the feature difference should

be close to zero. Thus the feature loss is defined as

Lφ=min
∆ξ
‖φ

(

G̃-1
(
ξ ◦-1 ∆ξ

)
·PT

)

−φ (PS)‖
2
2. (13)

5. Experiments

We evaluated our analytical PointNetLK on both syn-

thetic and real-world datasets. Our results show that our

method, in addition to its high fidelity, generalized better

than the state-of-the-art baseline when trained on a synthetic

object dataset and tested on a real-world scene dataset.

Datasets: We used the following datasets for experiments:

1. ModelNet40 [37] contains synthetic 3D objects from 40

categories ranging from airplane, car, to plant, lamp, etc. To

demonstrate the generalizability of our method, we chose

20 categories for training and the remaining 20 for testing.

We also partitioned 20% of the training set for evaluation.

2. ShapeNetCore [6] contains 3D shapes from 55 object

categories. We chose 12 categories for testing.

3. 3DMatch [44] is an assembly of several real-world in-

door datasets, containing complex 3D RGB-D scans ob-

tained from multiple scenes as hotel, office, kitchen, etc.

We chose 8 categories from 7-Scenes [33] and SUN3D [38]

to generate 3D scan pairs with at least 70% overlap for test-

ing, while 48 categories for training, and 6 for validation.

Setup: The rigid transformations used for training and test-

ing included rotations randomly drawn from [0◦, 45◦] and

translations randomly sampled from [0, 0.8] for fair compar-

isons. We sampled 1, 000 points from the objects’ vertices,

and all point clouds were centered at the origin within a unit

box during training. We applied the rigid transformations

to the source point clouds to generate the template point

clouds. Given that some correspondence-based methods re-

quire significant computation, we only sampled up to 1, 000
points during testing if not specified. We set the maximum

number of iterations to 10 (or 20 for 3DMatch dataset) for

all the iterative methods. All testing experiments were per-

formed on a single NVIDIA TITAN X (Pascal) GPU or an

Intel Core i7-8850H CPU at 2.60 GHz. We adapted the code

released by the other methods for our experiments.

Metrics: We used the difference between the estimated

transformations and the ground truth transformations as the

error metric. Note that the rotation errors were measured

in degrees. The root mean squared error (RMSE) evaluates

the variation of each error, and the median error (Median)

captures the error distribution. We set the success registra-

tion criterion to be a rotation error smaller than 5◦ and a

translation error smaller than 0.05 if not specified. We mea-

sured the ratio of successful alignments to the total number

of point cloud pairs as the success ratio. The area under

the curve (AUC) was then defined as the 2-D area under the

success ratio curve.
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ModelNet40 ShapeNetCore

Rot. Err. (deg.) ↓ Trans. Err. ↓ Rot. Err. (deg.) ↓ Trans. Err. ↓

Algorithm RMSE Median RMSE Median RMSE Median RMSE Median

ICP [4] 39.33 5.036 0.474 0.058 40.71 5.825 0.478 0.073

DCP [35] 5.500 1.202 0.022 0.004 8.587 0.930 0.021 0.003

DeepGMR [43] 6.059 0.070 0.014 8.42e-5 6.043 0.013 0.005 9.33e-6

PointNetLK [1] 8.183 3.63e-6 0.074 5.96e-8 12.941 4.33e-6 0.115 5.96e-8

Ours 3.350 2.17e-6 0.031 4.47e-8 3.983 2.06e-6 0.049 2.98e-8

Table 1. Accuracy and generalizability. Results on unseen ob-

ject categories from ModelNet40 and ShapeNetCore. Our method

outperformed other methods in most metrics showing its accuracy

and generalizability. ↓ means smaller values are better.

Implementation details: We trained DCP [35], Deep-

GMR [43], PointNetLK [1] and our method on the syn-

thetic ModelNet40 dataset if not specified. For the analyt-

ical PointNetLK, we used the Adam optimizer [19] with

learning rate of 1e-3, and a decay rate of 1e-4.

The PRNet [36] method is a successful hybrid learn-

ing method. However, we were not able to train it prop-

erly to get convincing results due to random indexing errors

and large training losses (the same pattern observed in [8]).

As mentioned in other works [10, 20, 43], PRNet seems to

achieve better results than DCP [35], but not drastically.

Moreover, the FMR [17] method is a derivative of the orig-

inal PointNetLK [1] with a different loss function. There-

fore, we reported its performance in our ablation study.

5.1. Performance on synthetic datasets

Accuracy and generalization across object categories:

We report our method’s accuracy compared against other

methods in Fig. 4 and Table 1. As shown in Fig. 4, our

method outperformed the traditional registration method

ICP [4], deep feature-based method DCP and DeepGMR,

and original PointNetLK. Even with a rotation error thresh-

old less than 0.5◦ and a translation error threshold less than

0.005, our method can still achieve 0.98 of success ratio,

while ICP has only 0.31 of success ratio. Only DeepGMR

and PointNetLK were competitive with our method, but our

method still achieved smaller rotation errors. The results

clearly indicate that our proposed approach achieved highly

accurate alignments.

We also present quantitative results on the unseen ob-

ject categories in ModelNet40 and ShapeNetCore datasets

on different metrics in Table 1. Compared to other meth-

ods, our proposed approach achieved extremely low median

errors in both rotation and translation. This result reveals

that our method achieved significant accuracy for most test

cases, while only a small portion of them had larger errors.

Qualitative results are shown in Fig 6.

Fidelity analysis: We further demonstrate the high fidelity

property of our method by setting the maximum rotation

error threshold in the range of [0◦, 1e-5◦], and the max-

imum translation error threshold in [0, 2e-7]. In Fig. 5,

we show that under an extremely small fidelity criterion,

Figure 4. Accuracy. The purple line shows that our method

achieved nearly 100% of success for alignments with a small max-

imum error threshold which indicates an advantage over other

methods.

Figure 5. Fidelity analysis. We set extremely low error thresh-

olds for both rotation and translation during testing. The purple

line shows that our method preserved the highest fidelity among

other methods. The orange line denotes that the original Point-

NetLK also achieved reasonable high accuracy. However, with the

approximated numerical Jacobian, it lacks fidelity when compared

with our method. The green and gray lines indicate the low fidelity

of DCP and DeepGMR.

our approach still achieved higher fidelity than the original

PointNetLK and ICP, and also achieved a high success ratio

with infinitesimal registration errors. The outperformance

of our approach attributes to the analytical gradients.

Efficiency: Our method is computationally efficient during

training and testing. The test time of point correspondence-

based methods grows quadratically as the number of points

grows. In contrast, our method maintains high efficiency

on large-scale data even without the need for graphic pro-

cessing units. On a single CPU, our method took 0.37 s to

process one sample with 104 points in a point cloud, while

PointNetLK took 2.87 s, DeepGMR took 2.35 s, and DCP

took 222 s. Please refer to the supplementary material for

more results on the efficiency of our method.

Robustness to noise: To verify our method’s robustness to

noise, we trained it on noiseless data and then added Gaus-

sian noise independently to each point during the test. Note

that we only added noise to the source point cloud, which

breaks the one-to-one point correspondences. Compared

with the original PointNetLK and DeepGMR, our approach

is more robust to noise even when the source point cloud has

large noise (e.g., 0.04), as shown in Fig. 7(a). DCP failed

when large noise was applied.

Sparse data: In real-world applications, point clouds ob-

tained from LiDAR sensors are generally sparse. To test our
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Figure 6. Generalized registration results. Visual results of our

method on different 3D objects. We show the template models as

3D surfaces for better visualization and the source point clouds are

in black. The registered point cloud is shown in purple. The 3D

models in the first two rows are from ModelNet40, while the last

row shows objects from the Stanford 3D scans dataset3.

performance with sparse data, we subsampled the source

point cloud at different sparsity levels and evaluated the reg-

istration performance against the original dense template

point cloud. Fig. 7(b) shows that our method maintained

a relatively high success ratio than the baselines in these

sparse registration scenarios.

Partial data: We explored the capacity of our method to

register point clouds on partially visible data. This cap-

tures real-world situations where the data is normally cor-

rupted by occlusions, holes, etc. Following similar settings

as in [1], we selected both source and template to be par-

tial point clouds by determining which points were visible

from certain random camera poses.4 When we set the suc-

cess registration criterion to be a rotation error under 5◦

and translation error under 0.1, our analytical PointNetLK

achieved 0.69 AUC, while the AUC for ICP, DCP, Deep-

GMR, and original PointNetLK were 0.21, 0.22, 0.35 and

0.63, respectively.

Ablation study: Due to the space limitation, we placed all

the ablation studies in the supplementary material to show

the impact of different network design strategies and the nu-

merical vs. analytical Jacobian analysis.

5.2. Performance on real­world 3D scenes

Here we demonstrate our method’s generalizability and

accuracy to handle complex real-world scenes obtained

from different 3D sensors.

Generalizability to real-world data: We used the model

trained on the ModelNet40 dataset as explained in the ex-

periment setup and directly tested it on the real-world 3D

3http://graphics.stanford.edu/data/3Dscanrep.
4Please refer to the supplementary material for more details.

(a) Robustness to noise (b) Sparse data

Figure 7. Robustness to noise and sparsity. In (a), we added

Gaussian noise with zero mean and different standard deviations

to the source point cloud during testing. Even with relatively large

Gaussian noise (std=0.04), our method still achieved around 40%

successful registration cases under the success criterion. The nu-

merical PointNetLK had less accuracy on noisy data. In (b), we

show the registration results with different sparsity levels in the

source point cloud. Given 50% of the points from the source point

cloud, our method still achieved 0.4 AUC with the current thresh-

old, while DCP and DeepGMR nearly failed even if 90% of the

points were provided.

scans from 3DMatch. In Table 2, we show the performance

of different methods on 627 indoor 3D scans.

The hybrid learning models DCP and DeepGMR failed

when the data had a completely different distribution. The

original PointNetLK lost accuracy while still being rela-

tively robust, given that it generalized to the data that is not

well-represented in the training set. ICP outperformed other

learning-based methods, while only our analytical Point-

NetLK achieved competitive results.

Voxelization to handle large-scale scenes: Table 2 shows

the performance of our proposed voxelized analytical Point-

NetLK. Although we trained our model on a synthetic 3D

object dataset, we can still utilize voxelization during test-

ing to drastically improve the registration results of com-

plex scenes compared to the vanilla analytical PointNetLK.

We also show that with more voxels to discretize the 3D

space, or with more points included in each voxel, we can

further improve the registration performance. As we stated

in Section. 4.1, without voxelization, the PointNet feature

function is not able to capture large-scale point cloud fea-

tures in a global feature vector. While with the partitioning

of the 3D space, we were able to include more geometric

information in each local feature descriptor. Fig. 8 shows

qualitative results for our voxelized analytical PointNetLK.

Comparison with DGR: The Deep Global Registration

(DGR) [8] is a state-of-the-art hybrid learning registration

method on complex real-world 3D scenes. Aiming for a fair

comparison, we trained both our analytical PointNetLK and

DGR on the 3DMatch dataset with an initial random pertur-

bation in the range of [0◦, 45◦] in rotations and [0, 0.8]m
in translations. We randomly sampled 1,000 points for our

model and used all the points for DGR since it relies on

a pre-trained FCGF [9] model. Our proposed method was

competitive with DGR on 3DMatch when trained on either
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Figure 8. Visual results on complex, real-world scenes. Our voxelized analytical PointNetLK is able to register complex, real-world

scenes with high fidelity. These scenes are from 8 different testing categories of the 3DMatch dataset. Purple is the registered scene and

green is the template.

Rot. Error (degrees) Trans. Error (m)

Algorithm RMSE ↓ Median ↓ RMSE ↓ Median ↓

ICP [4] 24.772 4.501 1.064 0.149

DCP [35] 53.905 23.659 1.823 0.784

DeepGMR [43] 32.729 16.548 2.112 0.764

PointNetLK [1] 28.894 7.596 1.098 0.260

Ours (no voxelization) 15.996 4.784 0.738 0.169

Ours (27 voxels, 37 points) 10.068 3.623 0.427 0.127

Ours (8 voxels, 125 points) 7.666 3.362 0.405 0.123

Ours (27 voxels, 148 points) 7.999 2.714 0.308 0.101

Ours (8 voxels, 500 points) 7.165 2.799 0.417 0.105

Ours (8 voxels, 1,000 points) 7.656 2.535 0.355 0.096

Table 2. Performance on complex, real-world scenes. All learn-

ing methods were trained on the synthetic ModelNet40 dataset

and tested on the real-world 3DMatch dataset to investigate their

generalizability across data with different distributions. Our pro-

posed voxelized analytical PointNetLK generalized to real-world,

complex, unseen scenes despite being trained on synthetic objects.

State-of-the-art hybrid learning models had poor generalizability.

The classical ICP achieved average performance but still outper-

formed the learning methods. The number of voxels means how

many voxels in the 3D space, and the number of points means the

maximum number of points in each voxel.

ModelNet40 or 3DMatch dataset, as shown in Fig. 9. The

results demonstrated the superior generalization ability of

our method. Since it does not require similar distribution

between training and testing set, our method is more likely

to be robust in unseen data with different distributions.

6. Conclusion

We revisited PointNetLK and proposed a novel deriva-

tion using analytical Jacobians to circumvent the numerical

instabilities of the original PointNetLK. As a deep feature-

based registration method, our method leverages deep point

feature representation and the intrinsic generalizability of

the classic IC-LK. This allows our method to generalize to

Figure 9. Comparison with DGR [8]. We report the success ra-

tio of our method and DGR for rotation and translation errors.

Note that our method, no matter trained on ModelNet or 3DMatch,

achieved better performance where more successful registration

cases were observed. For rotation errors larger than 5
◦ and trans-

lations larger than 0.2 m, our method still had successful registra-

tion cases while DGR had poor performance. Note that training

our model on the 3DMatch dataset will likely not improve the per-

formance, highlighting the generalizability of our analytical Point-

NetLK on different 3D sensors.

different object categories and data obtained from different

sensors. To manage complex, real-world scenes, we took

advantage of our decomposable formulation and proposed

a voxelization strategy that is only applied during testing.

Our experiments showed that our method has high fidelity

and robustness for point cloud registration on synthetic data

and generalizes to complex, real-world scenes.
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