Semantic correspondence is a fundamental problem in computer vision, which aims at establishing dense correspondences across images depicting different instances under the same category. This task is challenging due to large intra-class variations and a severe lack of ground truth. A popular solution is to learn correspondences from synthetic data. However, because of the limited intra-class appearance and background variations within synthetically generated training data, the model’s capability for handling “real” image pairs using such strategy is intrinsically constrained. We address this problem with the use of a novel Probabilistic Model Distillation (PMD) approach which transfers knowledge learned by a probabilistic teacher model on synthetic data to a static student model with the use of unlabeled real image pairs. A probabilistic supervision reweighting (PSR) module together with a confidence-aware loss (CAL) is used to mine the useful knowledge and alleviate the impact of errors. Experimental results on a variety of benchmarks show that our PMD achieves state-of-the-art performance. To demonstrate the generalizability of our approach, we extend PMD to incorporate stronger supervision for better accuracy – the probabilistic teacher is trained with stronger key-point supervision. Again, we observe the superiority of our PMD. The extensive experiments verify that PMD is able to infer more reliable supervision signals from the probabilistic teacher for representation learning and largely alleviate the influence of errors in pseudo labels. Code is available at https://github.com/fanyang587/PMD.

1. Introduction

Matching all pixels between images is a classic research problem in computer vision. Unlike stereo matching [62] or optical flow [3] that deal with images containing different viewpoints of one scene or object, semantic correspondence poses additional challenges by pushing the boundaries of dense matching to correspondence estimation between visually similar images. Matching beyond scene leads to many meaningful applications, such as attribute transfer [34, 44], image editing [2, 17, 40], scene collaging [27], object discovery and segmentation [43, 59]. This task is extremely challenging due to large intra-class variation and a severe lack of groundtruth correspondence maps.

One way to overcome these challenges is to use hand-crafted image descriptors (e.g., SIFT [50], HOG [9], DAISY [67]) in combination with different regularization methods [18, 31, 45–47, 53, 61, 66] to estimate semantic correspondence. Unfortunately, hand-crafted descriptors are intrinsically weak in capturing high-level semantics and thus, less robust to large intra-class variation, geometric deformation and background clutter. Inspired by the success of self-supervised deep learning models, a series of approaches have been proposed to learn semantic descriptors [63], or directly regress parameters of a global trans-
formation model [55, 64], by using synthetically generated data. Although these approaches achieve state-of-the-art performances, using synthetic data could weaken the model’s ability to deal with complex intra-class and background variations for real pairs due to limited appearance variation in synthetic training pairs. To alleviate this problem, recent approaches use different types of auxiliary annotations (e.g., key points [5, 6, 8, 29, 37, 42], semantic masks [7, 39], 3D CAD model [68, 70], and image-level labels [26, 32, 56, 57]) as supervision signals for model training on real pairs. However, auxiliary annotations not only are labor-intensive to collect, but also could weaken the generalization ability of the learned network models. The observations above inspire us to wonder: *Can the knowledge learned from synthetic data be generalized and even enhanced to deal with real image pairs without using any manual annotation?*

To answer this question, as shown in Figure 1, we propose to perform knowledge distillation within a probabilistic teacher-student (PTS) framework. Our idea is to generate pseudo semantic flows on *unlabeled real pairs* using a teacher model trained on *synthetic data*, and then train the student model using the pseudo-groundtruth flows. However, training the student model on the predictions by a single static teacher model would inevitably encode noisy, biased information, which causes the student to be upper-bounded by its teacher model. To address this problem, we employ a probabilistic teacher model to provide multiple/diverse matching hypotheses for each real pair, and use a student model working with a probabilistic supervision reweighting (PSR) module to distill ‘correct’ (pixel-wise) supervision signals from pseudo correspondence maps. Moreover, a confidence-aware loss (CAL) is introduced to further reduce the impact of errors on pseudo flows during knowledge distillation.

Our approach, called Probabilistic Model Distillation (PMD), can successfully distill the knowledge from hypotheses of the probabilistic teacher model trained on *synthetic data*, and safely generalize it into a powerful student model with potentially unlimited real-world image pairs in an *unsupervised* manner. We demonstrate that the model trained with our probabilistic model distillation produces better results than all state-of-the-art (SOTA) self-supervised approaches, even those utilizing (auxiliary) manual annotations.

To further demonstrate the advantage and generalizability of our approach, we extend it to incorporate stronger supervision – the probabilistic teacher is trained using the (auxiliary) matched key points. Surprisingly, even with the same training set, the student model outperforms the teacher by a large margin and sets new records on multiple benchmarks. The contributions of this work are summarized as:

- **A novel probabilistic approach for model distillation.** To our best knowledge, this is the first attempt to distill knowledge from multiple/diverse hypotheses produced by a probabilistic teacher model for self-supervised/unsupervised model learning. This approach is able to generalize the knowledge learned from *synthetic data* into a new model for better handling real-world data.

- **A new probabilistic teacher-student network for semantic correspondence.** We present the probabilistic teacher-student network, an effective instantiation of our probabilistic model distillation for semantic correspondences, which consists of a probabilistic teacher model learning knowledge from *synthetic data*, and a static student model working with a novel probabilistic supervision reweighting (PSR) module to perform distillation from multiple hypotheses of each *real image pair*.

- **State-of-the-art results on widely-used benchmarks.** The model trained with our probabilistic model distillation outperforms state-of-the-art methods on a variety of benchmarks, e.g., *PF-WILLOW, PF-PASCAL* and *SPair-71k*. Our method even surpasses approaches that require extra (auxiliary) annotations for model learning.

- **Potential generalizability to stronger supervision.** We show that our approach can be extended to incorporate stronger supervision signals for better accuracy. With the strongly supervised teacher model, the student model can achieve better performance, outperforming existing state-of-the-art methods with different degrees of supervision.

2. Related Work

**Knowledge Distillation.** Knowledge distillation is mostly used to learn small and compact models [4, 22, 58, 69] in various practical applications. Romero *et al.* [58] introduce FitNet to compress wide and deep networks into thinner and deeper ones. Zagoruyko *et al.* [69] propose attention as a mechanism of transferring knowledge from the teacher model to the student model. In [4], an end-to-end trainable framework is introduced to compact multi-class object detection models. Radosavovic *et al.* [54] use the data distillation technique to exploit omni-supervised setting for multiple tasks. In addition to learning compact models, distillation technique has been explored for transferring knowledge between different domains [12, 16], or from an ensemble of models to a single student model [36, 41]. Unlike prior works, our novelty lies in using diverse hypotheses of a single probabilistic model trained on *synthetic data* as supervisions to learn a static model on *unlabeled real data.*

**Dense Semantic Correspondence.** The goal of semantic correspondence is to build correspondences between semantically similar images. Liu *et al.* [47] pioneer the idea of densely matching across semantically similar scenes, and present SIFT flow [45]. This approach has been further improved with more carefully designed descriptors [20, 67] or...
graphical models [18, 31, 46, 53, 61, 66]. However, with hand-crafted features, these approaches often suffer from large intra-class variation, geometric deformation and background clutter for the lack of semantics in feature representations. Recent works overcome this issue by utilizing deep neural networks to extract semantic features [49, 63] or regress parameters of a global transformation model [55, 64]. Due to the severe lack of groundtruth correspondence maps, existing models are trained with either synthetic data [49, 53, 61, 66], semantic masks [7, 39], 3D CAD model [68, 70], image-level labels [26, 32, 56, 57]). In this paper, we show that the knowledge for semantic correspondence acquired from the synthetic data can be generalized to the distilled model with unlabeled real data to better handle difficult real-world challenges. Moreover, the strong supervision signals can be greatly enhanced with our approach to better guide the representation learning of the student model.

3. Methodology

3.1. Preliminaries

**Problem Definition.** Let the semantic matching model be represented by the function $M_\Theta$ parameterized by weights $\Theta$, that takes an image pair $P_{\text{real}} = (I^s_t, I^t_t) \in \mathcal{P}_{\text{real}}$ as input, and generates the semantic flow $F_{\text{real}} = M_\Theta(P_{\text{real}}; \Theta) \in \mathcal{F}_{\text{real}}$ which reflects the pixel-wise correspondences between source image $I^s_t$ and target image $I^t_t$. Our goal is to learn $\Theta$ for achieving the accurate semantic flow when given only unlabeled image pairs.

**Overview.** To achieve this goal, we propose to perform knowledge distillation within a probabilistic teacher-student (PTS) framework, as shown in Figure 2. The probabilistic teacher network $M_{\Theta_T}$, parametrized by weights $\Theta_T$, is first trained on a data set with synthetic image pairs $P_{\text{syn}}$ and groundtruth flows hypotheses $\mathcal{F}_{\text{syn}}$ generated synthetically using random transformations of the same image. Then, multiple/diverse pseudo flows $\{F_{\text{real}}^l(l)\}_{l=1}^{m}$ are generated by the trained teacher $M_{\Theta_T}$ for each real image pair $P_{\text{real}}^l \in \mathcal{P}_{\text{real}}$. To optimize $\Theta_S$, the static student network $M_{\Theta_S}$ works with a probabilistic supervision reweighting (PSR) module $\mathcal{R}_\Sigma$ to gradually infer the more “correct” supervision signal at each position among $\{F_{\text{real}}^l(l)\}_{l=1}^{m}$ for parameter learning, under the supervision of a confidence-aware loss (CAL).

3.2. Probabilistic Teacher-Student Network

**Semantic Matching Network.** We start by introducing our basic matching model for semantic correspondence. Similar to most deep matching models [39, 55, 63, 64], our model employs a siamese network architecture, which takes a pair of images as input and generates the pixel-wise flow map. As shown in Figure 3 (a), we follow [39, 55, 57] to use a ResNet-101 [21] pretrained on ImageNet [11] with two additional convolution layers to extract features from image pairs $P = (I^s, I^t)$: $P \mapsto (d^s, d^t)$. Inspired by [24], a lightweight co-channel attention module, consisting of a concatenation layer, two $1 \times 1$ convolution layers, a global average pooling layer and a sigmoid activation function, is used to enhance the representational power of the extracted features, i.e., $(d^s, d^t) \mapsto (D^s, D^t)$. Finally, based on the enhanced features, one correlation layer [14] followed by the kernel soft argmax [39] is employed to generate the semantic flow, i.e., $(D^s, D^t) \mapsto \mathcal{F}$. The training of our matching model can be formulated as a regression problem,
which, theoretically, needs "groundtruth" semantic flows as supervision signals. Since it is difficult to acquire the groundtruths for real image pairs, we provide a reasonable alternative for model training by using a novel distillation technique within a probabilistic teacher-student framework.

**Probabilistic Teacher Network.** To overcome the severe lack of groundtruth correspondence maps on real pairs, we use a teacher model trained on synthetic data to provide the supervision signals. However, such a teacher model usually provides unreliable and biased predictions for real pairs, which would cause the student model to be misguided and upper-bounded. One way to alleviate this problem is to ensemble different teacher models to provide diverse and individually accurate predictions as in [1, 13, 23, 65], which, unfortunately, is time-consuming for training. Unlike these approaches, we draw inspiration from the variational bayesian approach [35] and learn a single probabilistic teacher network to mimic a group of models.

Our probabilistic teacher network $\mathcal{M}_{\Theta_T}$ basically shares the same architecture as our semantic matching network. The difference is that what our probabilistic teacher model delivers to each position is no longer a single flow vector but multiple/diverse hypotheses. Since the flow is intrinsically generated by feature matching, we propose to model attention distributions in the extracted feature maps as Gaussian, parameterized by mean $\mu$ and variance $\sigma$. Intuitively, enriching the extracted features with different co-attention information could enable dense correspondence fields to exhibit different tendencies, so that meaningful hypotheses can be produced. Therefore, as shown Figure 3 (b), we replace the co-channel attention module with a distribution attention module which has two additional branches to learn the distributions. From the probabilistic perspective, each attention feature is treated as a random variable. Mathematically, the distribution attention module $A_T$, paratemrized by weights $\Upsilon$, learns the probability of these variants for the extracted features $(d^s, d^t)$. This distribution, denoted as $Z$, is modeled as a Gaussian with mean $\mu(\cdot) = \mu((d^s, d^t); \Upsilon) \in \mathbb{R}^c$ and variance $\sigma(\cdot) = \sigma((d^s, d^t); \Upsilon) \in \mathbb{R}^c$. To generate a set of attention features, we apply the teacher network to the same input pair for $m$ times. At each iteration $l \in \{1, 2, \ldots, m\}$, we get a random sample $z_l \in \mathbb{R}^c$ from distribution $Z$,

$$z_l \sim Z(\cdot | (d^s, d^t)) = \mathcal{N}(\mu((d^s, d^t); \Upsilon), \text{diag}(\sigma((d^s, d^t); \Upsilon))).$$

The sample $z_l$ is then used to enhance the extracted features $(d^s, d^t)$, i.e., $\mathbf{D}^l = f_c(d^t, z_l)$ and $\mathbf{D}^l = f_c(d^t, z_l)$ where $f_c$ means the channel-wise multiplication operation, similar to [24]. Finally, a function $f_m$ composed of a correlation layer [14] and a kernel soft argmax [39] takes $(\mathbf{D}_l, \mathbf{D}_l)$ and maps them to the semantic flow $\mathbf{F}$.

1) **Training with Synthetic Data.** Since the ground-truth correspondence maps for real data are unavailable, we are motivated by self-supervised learning approaches [55, 63, 64] and create a synthetic training dataset $\mathcal{P}_{syn}$ including $N_{syn}$ synthetic image pairs $\{\mathbf{F}^i_{syn}\}_{i=1}^{N_{syn}} \in \mathcal{P}_{syn}$ and correspondence maps $\{\mathbf{F}^i_{syn}\}_{i=1}^{N_{syn}} \in \mathcal{F}_{syn}$ (by applying random affine transformations on each single image). Therefore, our probabilistic teacher network $\mathcal{M}_{\Theta_T}$ can be trained with synthetic data using the following loss function:

$$\mathcal{L}_T(\Theta_T, \Upsilon) = \mathcal{L}_{\text{mse}}(\mathbf{F}_{syn}, \mathbf{F}(l)) + \alpha \cdot \mathcal{L}_{\text{smooth}}(\mathbf{F}(l)) + \beta \cdot D_{\text{KL}}(Z(\cdot | (d^s, d^t)) \| \mathcal{N}(0, \text{I})).$$

(2)

where the loss for probabilistic teacher network $\mathcal{L}_T$ is a weighted combination of a standard mean squared error (MSE) loss $\mathcal{L}_{\text{mse}}$, a smoothness loss $\mathcal{L}_{\text{smooth}}$ and a Kullback-Leibler (KL) divergence $D_{\text{KL}}$.

2) **Hypotheses Generation with Real Data.** Given $N_{\text{real}}$ unlabeled real pairs $\mathcal{P}_{\text{real}}$, we can use the trained probabilistic teacher network to generate $m$ diverse pseudo-groundtruth flows (hypotheses) $\{\mathbf{F}^i_{real(l)}\}_{l=1}^{m} \in \mathcal{F}_{real}$ for each of them $\mathbf{P}^i_{real} \in \mathcal{P}_{real}$. Our goal is to distill knowledge from these pseudo flows to train a powerful student model.

**Student Network.** We take the semantic matching network as our student model, denoted as $\mathcal{M}_{\Theta_S}$, and use the pseudo flows $\mathbf{F}_{real}$ on the real-world pairs $\mathcal{P}_{\text{real}}$ by $\mathcal{M}_{\Theta_T}$ to learn its parameters $\Theta_S$. Instead of "naively" fusing them by average as supervision signals, we use a novel probabilistic model distillation (PMD) approach to gradually infer more "correct" (pixel-wise) supervision signals from $\{\mathbf{F}^i_{\text{real}(l)}\}_{l=1}^{m} \in \mathcal{F}_{\text{real}}$. Next, we detail our PMD approach.
For each real-world pair $P^i_{\text{real}} \in \mathcal{P}_{\text{real}}$, the probabilistic teacher model produces $m$ pseudo-groundtruth flows $\{F_{\text{real}}^i(l)\}_{l=1}^m \in \mathcal{F}_{\text{real}}$ as candidate labels for training the student model. Instead of naively ensembling all pseudo flows (e.g., by average) as the student’s target, our idea is to automatically measure the correctness of pixel-wise pseudo labels, and assign higher weights to more correct ones with a learnable probabilistic supervision reweighting (PSR) module.

**Probabilistic Supervision Reweighting.** Inspired by [30], we formulate the supervision reweighting for pseudo-groundtruth flows as a learning-with-multiple-labels problem and infer the correctness by modeling the pixel-wise error distributions within them, as shown in Figure 4.

(1) **Probabilistic Error Modeling.** Given a real image pair $P^i_{\text{real}} \in \mathcal{P}_{\text{real}}$ and a corresponding pseudo flow $F_{\text{real}}^i(l)(p) = (\check{u}_{\text{real}}^i(l)(p), \check{v}_{\text{real}}^i(l)(p)) \in \mathcal{F}_{\text{real}}$, the error at position $p$ can be represented as: $e^i(l)(p) = F_{\text{real}}^i(l)(p) - \check{F}_{\text{real}}^i(l)(p)$, where $\check{F}_{\text{real}}^i(l)(p) = (\check{u}_{\text{real}}^i(l)(p), \check{v}_{\text{real}}^i(l)(p)) \in \mathcal{F}_{\text{real}}$ denotes the correct flow. We assume that the errors at each position follow the zero-mean Gaussian distribution $\xi_p^i$: $e^i(l)(p) \sim \xi_p^i$, and only depend on the image pair $P^i_{\text{real}}$. Furthermore, as the flow field is a two-dimensional vector, we treat errors in each dimension independently. Therefore, there are a total of $h \times w \times 2$ distributions for each flow map, modeled by $\Sigma^i = \{\sigma_u^i(p), \sigma_v^i(p)\}_{p=1}^{h \times w}$. The probabilistic supervision reweighting (PSR) module $R_{\Sigma}$ therefore includes $\Sigma = \{\Sigma^i\}_{i=1}^{N_{\text{real}}}$ learnable parameters, which are used to parameterize the pixel-wise error distributions of all $(N_{\text{real}})$ real pairs. Assuming error is known, then we can estimate the weight of pseudo-groundtruth flow $\check{F}_{\text{real}}^i(l)$ at position $p$ by the following equations:

$$\mathcal{W}_u^i(l)(p) = e^{-\frac{|e^i_u(l)(p)|^2}{2\sigma_u^i(p)^2}}$$

$$\mathcal{W}_v^i(l)(p) = e^{-\frac{|e^i_v(l)(p)|^2}{2\sigma_v^i(p)^2}}$$

where $\mathcal{W}_u^i(l)(p)$ and $\mathcal{W}_v^i(l)(p)$ mean the weight for $\check{F}_{\text{real}}^i(l)$ of each dimension at position $p$.

(2) **Joint Model Distillation and Supervision Reweighting.** We connect our PSR module $R_{\Sigma}$ with the student network $M_{\Theta_S}$ to learn both the error parameters $\Sigma$ and the student model parameters $\Theta_S$. Recall that our goal is to assign higher weights to the more correct labels (at pixel-wise level) for training, on the condition that ground truths are unknown. It turns out that the expectation-maximization (EM) algorithm [10] can be applied to accomplish our goal, resulting in a procedure which iterates between error model parameter estimation and student model training. Similar to [30], starting with the assumption that all pseudo-groundtruth flows at position $p$, i.e., $\{F_{\text{real}}^i(l)(p)\}_{l=1}^m$, are equally likely, we learn parameters of the student model $\Theta_S$. Then, we fix $\Theta_S$ and treat the student model’s prediction as the correct flow $\check{F}_{\text{real}}^i(p) = \check{F}_{\text{real}}^i(p)$ to estimate the error distribution for each position, and then use Eq. 3 to reweight the pseudo labels and so on.

Specifically, we design the following objective function for training $M_{\Theta_S}$ and $R_{\Sigma}$:

$$\mathcal{L}(\Theta_S, \Sigma) = \frac{1}{h \times w} \sum_{i=1}^{N_{\text{real}}} \left( \mathcal{W}_u^i(l)(p) \cdot \mathcal{L}_{\text{flow}_u}(\check{u}_{\text{real}}^i(l)(p), \check{u}_{\text{real}}^i(l)(p)) + \mathcal{W}_v^i(l)(p) \cdot \mathcal{L}_{\text{flow}_v}(\check{v}_{\text{real}}^i(l)(p), \check{v}_{\text{real}}^i(l)(p)) \right)$$

$$+ \lambda \cdot \mathcal{L}_{\text{error}}(\Sigma, \hat{\Sigma}),$$

where $\mathcal{L}_{\text{flow}_u}$ (or $\mathcal{L}_{\text{flow}_v}$) and $\mathcal{L}_{\text{error}}$ are losses for supervising the flow and error distributions respectively. $\mathcal{L}_{\text{flow}_u}$ (or $\mathcal{L}_{\text{flow}_v}$) is composed of a smooth loss $\mathcal{L}_{\text{smooth}}$ [39] and a MSE loss $\mathcal{L}_{\text{mse}}$.

For each image pair $P^i_{\text{real}}$, we measure the agreement of the student’s prediction $\check{F}^i_{\text{real}}(p)$ with the pseudo flow $\check{F}^i_{\text{real}}(l)(p)$ (by teacher). To measure the difference between the error distribution and the true posterior error distribution, we use Kullback–Leibler divergence:

$$\mathcal{L}_{\text{error}}(\Sigma, \hat{\Sigma}) = \sum_{i=1}^{N_{\text{real}}} D_{KL}(\Sigma \parallel \hat{\Sigma})$$

$$= \sum_{i=1}^{N_{\text{real}}} (\sum_{p=1}^{h \times w} \log \frac{\sigma_p^i}{\hat{\sigma}_p^i} - \frac{\sigma_p^i}{\hat{\sigma}_p^i})$$

where $\hat{\Sigma}$ means the true posterior distribution, i.e., the empirical variance of the measurements correct $\check{F}^i_{\text{real}}$ minus $\check{F}^i_{\text{real}}(l)$. This step corresponds to the M-step in the EM algorithm [10].

Then, in the E-step, the true posterior distribution at iteration $t$, denoted as $\hat{\sigma}_p^t$, is estimated by assuming the student model’s predictions are equal to correct flows, and update the error distributions for the next iteration $(t + 1)$ by using the following equation:

$$(\sigma_p^{t+1})^2 = (\sigma_p^t)^2 + \varphi((\sigma_p^{t})^2 - (\sigma_p^t)^2),$$
where \( \varphi \) is the step size. We repeat \textbf{E-step} and \textbf{M-step} until convergence. More details about the EM-based iterative training algorithm are detailed in Algorithm 1.

### 3.4. Confidence-aware Loss

To further alleviate the influence of errors on the pseudo flows during knowledge distillation, we introduce a confidence-aware loss (CAL) to replace the standard MSE loss in \( L_{\text{flow}} \) (Eq. 4). Our idea is to produce a “soft mask” \( C_i \) along with each pseudo flow \( \hat{F}_i^{\text{real}} \) (by \( M_{\Theta_T} \)) based on the consistency between pseudo flows \( \hat{F}_i^{S} \) and \( \hat{F}_i^{T} \), where \( \hat{F}_i^{\text{real}} \) means the flow from source to target images while \( \hat{F}_i^{\text{real}} \) is the flow from target to source images. Specifically, we compute the differences between \( \hat{F}_i^{S} \) and \( t(\hat{F}_i^{T}) \): \( \Delta F_i = \hat{F}_i^{S} - t(\hat{F}_i^{T}) \), where \( t(\cdot) \) is an operation that maps the estimated flow from target back to source. For a position \( p \), its confidence score can be computed as:

\[
C_i(p) = 1 - \frac{1 + e^{-b \| \Delta F_i(p) \|_2 - \tau}}{1 + e^{-b \| \Delta F_i(p) \|_2 - \tau}},
\]

where \( b = 50 \) and \( \tau = 0.08 \) are controlling parameters. Thus, we replace the MSE loss \( L_{\text{mse}} \) for flow in Eq. 4 by:

\[
L_{\text{cal}}(\hat{F}_i^{\text{real}}, \hat{F}_i^{\text{real}}) = \frac{1}{h \times w} \sum_{p=1}^{h \times w} \left( \| (\hat{u}_i^{\text{real}}(p) - \hat{u}_i^{\text{real}}(l)(p)) \|^2 \cdot C_i(p) \right) + \left( \| (\hat{v}_i^{\text{real}}(p) - \hat{v}_i^{\text{real}}(l)(p)) \|^2 \cdot C_i(p) \right).
\]

In the above equation (Eq. 7), the “soft mask” \( C_i \) is applied separately for each dimension of the flow, which ensures that the student model focuses on consistent matches during knowledge distillation.

### 4. Experiments

#### 4.1. Experimental Settings

**Datasets and Evaluation Metric:** We perform extensive experiments on three most-widely used benchmarks: PASCAL [56], PF-WILLOW [18] and SPair-71k [52]. Following the standard experimental protocol [39, 55, 56], we use the probability of correct keypoint (PCK) to measure the precision of overall assignment (\( \alpha_{\text{img}} \) for PF-PASCAL, and \( \alpha_{\text{box}} \) for PF-WILLOW and SPair-71k).

**Training Objective:** To show the generalizability of our PMD approach, we train our model using different degrees of supervision: self/un-supervised, weakly-supervised and strongly-supervised regimes:

- **Learning under self- (un-) supervision.** In this setup, we first train our teacher model using synthetically generated training pairs from PASCAL VOC [15] as in [55, 60]. Then, for training the student model, we randomly generate pairs by using PF-PASCAL images [56] as the train set. In our experiments, we generate 60,000 real pairs where there are only 2,911 (< 5%) matched pairs.

- **Learning under weak supervision (only well-paired images).** In the weakly-supervised learning setup, the teacher model is trained with synthetically generated training data (the same as the self-supervised setup). For training the student model, we use the well-paired PF-PASCAL [56] or SPair-71k images [52] as the train sets. Note that, in our setup, the only manual knowledge is that the given training pairs include object(s) from the same category. Supervision signals like category labels or object masks are not used in our approach.

- **Learning under strong supervision.** In this setup, keypoint matches are given for each training image pair, which are used to guide the generation of groundtruth semantic flow for each pair. The teacher model is first trained with such annotated train set. Then, the student model is trained with our PMD on the same train set. Note that, keypoint matches will be removed during the training process of the student model.

**Detailed Training Settings:** For training our probabilistic teacher model, we set \( \alpha = 0.05 \) and \( \beta = 0.01 \) in Eq. 2, and use the Adam optimizer to learn parameters. The initial learning rate is set to \( 3 \times 10^{-5} \) and divided by 5 after 40 epochs (100 epochs in total). For jointly training \( R_{\Sigma} \) and \( M_{\Theta_T} \), we first run the probabilistic teacher model on each real image pair multiple (\( m = 4 \)) times to create a train set which includes multiple matching hypotheses for each image. The weights of the student model’s feature extractor are initialized from ResNet-101 [21] pretrained on ImageNet [11], while the remaining weights are randomly initialized. The parameters of probabilistic error modeling module are initialized to be zero. We set \( \lambda = 0.01 \) in Eq. 4, and all parameters are iteratively updated by using Algorithm 1. For learning \( \Theta_S \), we set the learning rate to \( 3 \times 10^{-5} \). For updating \( \Sigma \), we set \( \varphi \) to 0.01. A total of 40 rounds are performed to train the student model.
Testing Phase: During test time, the input image pair is simply forwarded through the trained student model to generate a full-resolution semantic correspondence (flow) map.

4.2. Main Results

PF-PASCAL [56] and PF-WILLOW [18]: Following the experimental protocol in [39,51,55,56], we train our student model on PF-PASCAL train set, and evaluate the performance on PF-PASCAL test set and PF-WILLOW. Table 2 reports the PCK values of 16 SOTAs and ours. For fair comparison, these SOTAs are divided into different groups by degree of supervision. Across multiple degrees of supervision, our approaches with different settings achieve better performance. On PF-PASCAL, our self-supervised model yields very competitive result (80.5%), which is significantly better than all approaches under the same level of supervision, and is even better than most of approaches with stronger supervisions. Our weakly supervised model achieves the PCK score of 81.2%, which is better than existing weakly supervised approaches except for those using additional (pixel-wise) mask annotations. Our strongly supervised model sets a new record of PCK score 90.7%, which is higher than all approaches under the same degree of supervision. Our strongly supervised model sets a new PCK record of 90.7%, which is higher than all approaches under the same degree of supervision. Our strongly supervised model sets a new PCK record of 90.7%, which is higher than all approaches under the same degree of supervision. Our strongly supervised model sets a new PCK record of 90.7%, which is higher than all approaches under the same degree of supervision. Our strongly supervised model sets a new PCK record of 90.7%, which is higher than all approaches under the same degree of supervision.

4.3. Ablation Experiments

Here, our ablation experiments are conducted by using our un-supervised and weakly supervised models. Effectiveness of Probabilistic Model Distillation: To show the effectiveness of distilling knowledge from a probabilistic teacher model (PT), we provide a baseline student model which is distilled from a static teacher model (conventional model distillation) under different settings. As shown in Table 3, in all settings, we observe that the baseline student model is upper-bounded by its static teacher model. In contrast, our PMD approach enables the same student model to achieve better performance than its probabilistic teacher model (PT). In Table 3, we report the PCK scores for different settings with different degrees of supervision. The comparisons clearly show that our PMD can 1) transfer and enhance the knowledge learned from synthetic data to a new model (i.e., our un-/weakly-supervised models) and, 2) can be extended to incorporate stronger key-point supervision for better accuracy (i.e., our strongly-supervised models).

**Table 1.** Quantitative comparison with SOTAs on the PF-PASCAL test and PF-WILLOW in terms of average PCK.

<table>
<thead>
<tr>
<th>Sup. signal</th>
<th>Method</th>
<th>PF-PASCAL (αbox = 0.1)</th>
<th>PF-WILLOW (αbox = 0.1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Un</td>
<td>–</td>
<td>55.6</td>
<td>54.0</td>
</tr>
<tr>
<td>syn. pairs</td>
<td>A3Netres101 [60]</td>
<td>70.8</td>
<td>68.8</td>
</tr>
<tr>
<td>syn. + random</td>
<td>Ours_res101</td>
<td>80.5</td>
<td>73.4</td>
</tr>
<tr>
<td>Weak</td>
<td>pixel-wise masks</td>
<td>SFNet_res101 [39]</td>
<td>81.9</td>
</tr>
<tr>
<td></td>
<td>image-level labels</td>
<td>FCSNet_res101 [33]</td>
<td>84.5</td>
</tr>
<tr>
<td></td>
<td>WS-SAres101 [56]</td>
<td>74.8</td>
<td>61.0</td>
</tr>
<tr>
<td></td>
<td>NCN_res101 [57]</td>
<td>78.9</td>
<td>67.0</td>
</tr>
<tr>
<td></td>
<td>RTN_res101 [32]</td>
<td>75.9</td>
<td>71.9</td>
</tr>
<tr>
<td></td>
<td>Ours_res101</td>
<td>81.2</td>
<td>74.7</td>
</tr>
<tr>
<td>Strong</td>
<td>keypoint matches</td>
<td>UCNet-AG+ [19]</td>
<td>55.6</td>
</tr>
<tr>
<td></td>
<td>Arbicon-Netres101 [5]</td>
<td>77.3</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>DFS_res101 [25]</td>
<td>86.0</td>
<td>75.0</td>
</tr>
<tr>
<td></td>
<td>DCCNet_res101 [38]</td>
<td>82.3</td>
<td>73.8</td>
</tr>
<tr>
<td></td>
<td>ANCNet_res101 [43]</td>
<td>88.7</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>HPF_res101 [51]</td>
<td>80.4</td>
<td>74.4</td>
</tr>
<tr>
<td></td>
<td>Ours_res101</td>
<td>90.7</td>
<td>75.6</td>
</tr>
</tbody>
</table>

**Table 2.** Ablation studies on PF-PASCAL test. “ST” means the static teacher; “PT” stands for the probabilistic teacher; “PSR” is the probabilistic supervision reweighting module; “CAL” denotes the confidence-aware loss.

<table>
<thead>
<tr>
<th>Method</th>
<th>Sup. signal</th>
<th>Train Data</th>
<th>PF-PASCAL (αbox = 0.1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teacher model (Static)</td>
<td>SOT</td>
<td>PF-PASCAL</td>
<td>76.6</td>
</tr>
<tr>
<td>Teacher model (Probabilistic)</td>
<td>SOT</td>
<td>PF-PASCAL</td>
<td>76.3</td>
</tr>
<tr>
<td>Student model</td>
<td>ST</td>
<td>PF-PASCAL (random)</td>
<td>74.1</td>
</tr>
<tr>
<td>Student model + PSR</td>
<td>PT (m=2)</td>
<td>PF-PASCAL (random)</td>
<td>70.3</td>
</tr>
<tr>
<td>Student model + PSR</td>
<td>PT (m=4)</td>
<td>PF-PASCAL (random)</td>
<td>75.2</td>
</tr>
<tr>
<td>Student model + PSR + CAL</td>
<td>PT (m=4)</td>
<td>PF-PASCAL (random)</td>
<td>80.5</td>
</tr>
<tr>
<td>Teacher model (Static)</td>
<td>SOT</td>
<td>PF-PASCAL</td>
<td>76.6</td>
</tr>
<tr>
<td>Teacher model (Probabilistic)</td>
<td>SOT</td>
<td>PF-PASCAL</td>
<td>76.3</td>
</tr>
<tr>
<td>Student model</td>
<td>ST</td>
<td>PF-PASCAL (paired)</td>
<td>74.3</td>
</tr>
<tr>
<td>Student model + PSR</td>
<td>PT (m=2)</td>
<td>PF-PASCAL (paired)</td>
<td>78.2</td>
</tr>
<tr>
<td>Student model + PSR</td>
<td>PT (m=4)</td>
<td>PF-PASCAL (paired)</td>
<td>80.8</td>
</tr>
<tr>
<td>Student model + PSR + CAL</td>
<td>PT (m=4)</td>
<td>PF-PASCAL (paired)</td>
<td>81.2</td>
</tr>
</tbody>
</table>
In this paper, we introduce a novel probabilistic model distillation (PMD) approach, and use it within a probabilistic teacher-student framework to solve the semantic correspondence problem. The proposed method substantially outperforms existing self-supervised/un-supervised approaches, and even surpasses models trained with (strong) auxiliary annotations. Moreover, we show that our PMD can be extended to incorporate stronger supervision for better accuracy. The results demonstrate the effectiveness of our PMD approach for semantic correspondence. We believe that our PMD can be applied to other domains where annotations are difficult or labor-intensive to collect.
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