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Abstract

Human actions are typically of combinatorial structures

or patterns, i.e., subjects, objects, plus spatio-temporal in-

teractions in between. Discovering such structures is there-

fore a rewarding way to reason about the dynamics of inter-

actions and recognize the actions. In this paper, we intro-

duce a new design of sub-graphs to represent and encode

the discriminative patterns of each action in the videos.

Specifically, we present MUlti-scale Sub-graph LEarning

(MUSLE) framework that novelly builds space-time graphs

and clusters the graphs into compact sub-graphs on each

scale with respect to the number of nodes. Technically,

MUSLE produces 3D bounding boxes, i.e., tubelets, in each

video clip, as graph nodes and takes dense connectivity

as graph edges between tubelets. For each action cate-

gory, we execute online clustering to decompose the graph

into sub-graphs on each scale through learning Gaussian

Mixture Layer and select the discriminative sub-graphs as

action prototypes for recognition. Extensive experiments

are conducted on both Something-Something V1 & V2 and

Kinetics-400 datasets, and superior results are reported

when comparing to state-of-the-art methods. More remark-

ably, our MUSLE achieves to-date the best reported accu-

racy of 65.0% on Something-Something V2 validation set.

1. Introduction

The recognition of human actions is to analyze a video

and identify the actions taking place in the video. In gen-

eral, an action arises from interactive motion, and involves

actors, objects and functional interactions in between. This

characteristics motivate us to represent the structure of a

video as a spatio-temporal graph. The graph nodes corre-

spond to the volumes of actor or object regions in space-

time and the edges capture the interactions between the vol-

umes. Then, a valid question is how to reason about such

*This work was performed at JD AI Research.

(a) Skateboarding

(b) Assembling computer

Figure 1. Two example videos of the action of “skateboarding” and

“assembling computer,” respectively.

graph structure to recognize the action. The difficulty orig-

inates from two aspects: 1) is it necessary to capitalize on

the whole graph for reasoning? 2) considering the fact that

the complexity of different actions is various, how to dis-

cover and model the discriminative patterns for each action

in a unified framework?

In an effort to answer the two questions, let’s look at

the two action instances illustrated in Figure 1. In the up-

per video clip of action “skateboarding,” the objects con-

tain “building,” “pole,” “plants,” and “skateboard.” Never-

theless, the action of “skateboarding” only involves the ac-

tor (person), the object of “skateboard,” and the occurring

interactions. In other words, the action is irrelevant to the

other objects and only necessitates using a part of video

structure (graph). As a result, we propose to mitigate this is-

sue through learning discriminative sub-graphs as the proto-

types of each action category rather than performing reason-

ing on the whole graph. The design of such prototypes takes

the advantages of clustering on sub-graphs, on one hand, of-

fers greater discriminative power in recognition, and on the

other, is helpful for encoding intra-class variance. Com-

pared to the upper video in which the action is related to

only one object “skateboard,” the lower one of action “as-

sembling computer” correlates with more objects, including

“screwdriver,” “computer parts,” and “computer.” From this

view, the action “assembling computer” is relatively more

complex and thus its prototypical sub-graphs should include

more nodes. To take the complexity of actions into account,

the framework should enable flexibility in the scale of sub-

graphs, i.e., the number of nodes in sub-graphs, to better

reflect the inherent properties of different actions.
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To consolidate the idea of modeling discriminative sub-

graphs in videos for various actions, we present MUlti-

scale Sub-graph LEarning (MUSLE) framework for action

recognition. Specifically, we evenly divide an input video

into a set of fixed-length video clips, which are fed into

Tubelet Proposal Networks (TPN) to produce space-time

actor/object tubelets. Technically, we leverage Faster R-

CNN pre-trained on COCO dataset to initialize the region

proposals in the first frame, and then estimate the move-

ment of each proposal frame by frame in each clip to fi-

nally link the volume of proposals across frames as tubelets.

The representation of each tubelet is the concatenation of

visual features plus the coordinates of its constituent pro-

posals. Our MUSLE takes all the tubelets from clips in

a video as graph nodes and exploits dense connectivity as

graph edges, which measure both semantic similarity and

relative coordinate changes between every two nodes. Next,

MUSLE decomposes the whole graph into multiple scales

of sub-graphs. Each scale corresponds to a fixed number

of nodes in the sub-graphs. We capitalize on one Gaussian

Mixture Layer to interpret the distribution of all the sub-

graphs from an identical action on each scale and learn K

Gaussian kernels. Each kernel is regarded as the discrimi-

native sub-graph or action prototype on that scale. Note that

we optimize our MUSLE framework in an end-to-end man-

ner. During inference, we compute the similarity between

sub-graphs extracted from the test video and action proto-

types across all the scales and actions, and take the class of

action prototype with the highest similarity as prediction.

The main contribution of this work is the proposal of rep-

resenting video structure as a space-time graph and even-

tually discovering the discriminative sub-graphs for action

recognition. This also leads to the elegant views of how

to perform end-to-end learning of the discriminative sub-

graphs, and how to nicely present the complexity of differ-

ent actions in the reasoning process, which are problems

not yet fully understood. We demonstrate the effective-

ness of our design, i.e., MUSLE framework, on Something-

Something V1&V2 and Kinetics-400 datasets, and superior

performances are reported in the experiments.

2. Related Works

Action Recognition is a fundamental computer vision

task and has been extensively studied recently. Early ap-

proaches usually rely on hand-crafted features, which de-

tect spatio-temporal interest points and then describe these

points with local representations [45, 46]. With the tremen-

dous success of deep convolution networks on image-based

classification tasks [12, 35, 38, 41], researchers started to

explore the application of deep networks on video action

recognition task [7, 18, 29, 30, 54]. In [37], the famous two-

stream architecture is devised by applying two 2D CNN

architectures separately on visual frames and staked opti-

cal flows. This two-stream architecture is further extended

by exploiting sparse temporal sampling [47], convolutional

fusion [9], convolutional encoding [6, 31], and spatio-

temporal attention [20]. [55] highlights a drawback of two-

stream architecture that exploits a standard image CNN in-

stead of a specialized network for training videos, which

makes the two-stream network unable to capture long-term

temporal information. To address this issue, Tran et al. [42]

propose a 3D CNN (i.e., C3D) for learning video represen-

tation, which performs 3D convolutions on adjacent frames

to jointly model the spatial and temporal features. Com-

pared to 2D CNN, C3D holds much more parameters and is

difficult to obtain good convergence. Consequently, I3D [2]

further takes advantage of ImageNet pretraining by inflat-

ing 2D CNN into 3D. To reduce the heavy computations of

3D CNNs, several methods are proposed to find the trade-

off between precision and speed [27, 32, 43, 50, 59]. For

example, P3D [32] and R(2+1)D [43] decompose the 3D

convolution into a 2D spatial convolution and a 1D temporal

convolution. TSM [27] shifts the features across the channel

dimension to perform temporal modeling. LGD [33] further

devises a two-pathway architecture to learn local and global

representations in parallel. In this work, we imitate the de-

sign of LGD in the backbone of tubelet feature extractor, but

our measure of interactions among actors or objects could

be readily integrated into any advanced networks.

Graphical Models have been proven to be helpful for

relation reasoning in various computer vision tasks, such

as semantic segmentation [1, 3, 26] and image captioning

[52, 53, 57]. Neural networks that operate on graphs have

previously been introduced as a form of RNN in early works

[5, 25, 36]. Thanks to the proposal of Graph Convolutional

Networks (GCN) [16] which generalize the convolutional

operation to deal with graph-structured data, many graph-

based methods have been devised for action recognition in

recent years, especially for skeleton-based action recogni-

tion. For example, ST-GCN [51] proposes a spatio-temporal

graph to model the structured information among the human

joints. Different from skeleton-based action recognition

where the skeleton data can be naturally seen as graph struc-

ture, generic action recognition methods employ GCNs to

model the relations between fixed regions or objects. For

example, [4, 23, 44] adopts GCN to build a reasoning mod-

ule to model the relations between disjoint and distant re-

gions. [21, 48] takes dense object proposals as graph nodes

and learns the relations between them. [22] treats each ob-

ject proposal detected in the sample frames as a graph node

and then searches adaptive network structures to model the

object interactions. Unlike aforementioned graphical tech-

niques for action recognition which perform relation rea-

soning over the complete graph, our work contributes by

discovering the discriminative sub-graphs across different

scales for facilitating spatio-temporal reasoning.
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Figure 2. An overview of our MUSLE framework. (a) Given an input video, L video clips is produced by evenly dividing this video. All

clips are fed into Tubelet Proposal Networks to produce space-time actor/object tubelets in parallel. Next, by taking all tubelets as graph

nodes and exploiting dense connectivity as edges, we build a spatio-temporal complete graph to perform reasoning. After that, MUSLE

decomposes the whole graph into sub-graphs with multiple scales. (b) During training, conditioned on all the sub-graphs from an identical

action on each scale, a Gaussian Mixture Layer is learnt to discover the discriminative sub-graphs or action prototypes for that action. (c) At

inference, after extracting all sub-graphs across different scales from the test video, we calculate the similarity between all sub-graphs and

action prototypes across all the scales and actions. The class of action prototype with the highest similarity is thus taken as the prediction.

3. Multi-scale Sub-graph Learning

In this paper, we devise a MUlti-scale Sub-graph LEarn-

ing (MUSLE) framework to exploit the discriminative

sub-graphs across different scales for facilitating spatio-

temporal reasoning. Figure 2 depicts an overview of our

architecture for action recognition. The training process of

MUSLE consists of three main components: tubelet genera-

tion, spatio-temporal complete graph construction, and dis-

criminative sub-graph extraction. Specifically, given the set

of video clips evenly divided from the input video, we lever-

age Tubelet Proposal Networks (TPN) to generate space-

time actor/object tubelets for each video clip. After that, a

spatio-temporal complete graph is constructed by taking all

the tubelets within a video as graph nodes and exploiting

dense connectivity as edges. We further decompose such

complete graph into a series of sub-graphs across differ-

ent scales. For each scale, a Gaussian Mixture Layer is

learnt to extract the discriminative sub-graphs or action pro-

totypes. During inference, we extract sub-graphs from each

test video, and further measure the similarity between the

extracted sub-graphs and action prototypes across all the

scales and actions. The action category of action prototype

with the highest similarity is finally taken as the prediction.

3.1. Tubelet Proposal Networks

The Tubelet Proposal Networks (TPN) targets for pro-

ducing the actor/object tubelets, i.e., the volume of ac-

tor/object proposals across consecutive frames, within each

video clip. Here we remould TPN in [19] by migrating it

from actor-only tubelet generation to our scenario of both

actor and object tubelet generation. Concretely, we first

capitalize on an actor/object detector to find actor/object

proposals in the start frame of each clip. The TPN fur-

ther estimates the movements of each proposal in current

frame to produce the corresponding proposal in the subse-

quent frame. The volume of proposals across consecutive

frames are finally linked as the tubelets within that clip.

Formally, given a video clip with T frames, we firstly

adopt Faster R-CNN pre-trained on COCO dataset [28] to

detect the actor/object region proposals in the first frame.

We keep the top-M proposals B1 = {bm1 |m = 1, ...,M}
with the highest detection scores as the proposal set of the

first frame. Next, conditioned on the t-th frame It and its

proposal set Bt, TPN produces the proposal set Bt+1 for

the next frame It+1 recurrently. Specifically, for each pro-

posal bmt in t-th frame It, we estimate the movement of bmt
in the next frame It+1 depending on the visual features of

the same location of bmt across the two frames. Here we

directly define the outputs of RoI pooling in It and It+1

for the same location of bmt as the visual features F
m
t and

F
m
t+1 ∈ R

w×h×d, where w, h and d are width, height and

channel numbers. A bilinear kernel is further utilized to

capture the pairwise correlations and model spatial interac-

tions between F
m
t and F

m
t+1 for movement estimation:

〈Fm
t ,Fm

t+1〉2 =
1

S2

S∑

i=1

S∑

j=1

〈
F

m
t,i,F

m
t+1,j

〉
2

≈
1

S2

S∑

i=1

S∑

j=1

〈
Φ(Fm

t,i),Φ(F
m
t+1,j)

〉
,

(1)

where S = w × h is the number of spatial locations, and

〈·, ·〉
2

is the bilinear kernel. We approximate bilinear ker-

nel via Tensor Sketch Projection Φ [10], aiming to reduce
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the feature space dimension. The kernelized representation

is then fed into a regression layer to predict the movement

of bmt , leading to the corresponding proposal bmt+1 in It+1.

Accordingly, a set of proposals in the subsequent frames

are obtained by estimating the movement of each proposal

frame by frame, which are linked as the output tubelet.

3.2. Spatio­Temporal Complete Graph

With all the generated tubelets of each input video via

TPN, we next present how to construct a spatio-temporal

complete graph, that fully unfolds the inherent spatial

and temporal interactions among all tubelets for reason-

ing. Specifically, we are given the set of L video clips

and each video clip contains M tubelets, leading to the

tubelet set V = {vi}
L×M
i=1 . By treating each tubelet as

one graph node, we can build the spatio-temporal complete

graph G = (V, E), where E denotes the set of densely con-

nected graph edges between every two nodes. As depicted

in Figure 2, we number all tubelets according to their spatio-

temporal positions in the video: the spatially closer to the

top left and the temporally earlier the tubelet, the smaller

the number of that tubelet.

Graph Node. For each node v ∈ V , we collect both

visual & spatial information and represent it as the concate-

nation of tubelet visual feature f
visual
v and the constituent

bounding box coordinates f coordv : fv = [fvisualv , f coordv ].

To extract the visual feature of each tubelet in l-th clip,

we first feed this clip (T consecutive frames) into a stan-

dard 3D CNN. The output of 3D CNN is a feature map

with the size of T × W × H × D (T : temporal dimen-

sion; H × W : spatial dimensions; D: channel number).

Note that we do not utilize any temporal downsampling lay-

ers (either temporal pooling or time-strided convolutions) in

3D CNN, preserving the temporal fidelity as much as pos-

sible. Next, conditioned on the spatial coordinates of the

bounding boxes across frames in tubelet, we perform RoI

pooling over the output feature map of 3D CNN, followed

by global max pooling to produce a D-dimensional visual

representation f
visual
v of that tubelet.

Considering that some actions are naturally rooted in the

geometric properties (e.g., 2D location) of actors/objects,

we further exploit the coordinates of constituent bounding

boxes in the tubelet to represent each node. Specifically, the

2D location of the bounding box in each frame can be de-

noted as the 4-dimensional feature vector consisting of its

center coordinates plus the height and width values. Thus,

we represent the holistic location feature of each tubelet as

a 4T -dimensional feature vector f̂ coordv , i.e., the concatena-

tion of 2D locations across all frames. The holistic location

feature of each tubelet is finally transformed into f
coord
v via

a Multi-Layer Perception (MLP).

Graph Edge. Most existing works (e.g., [48]) directly

encapsulate the visual similarity and geometrical overlap

between two nodes into a scalar weight to represent each

edge. This way apparently leaves the relative spatial rela-

tion or distance in between under-explored, and might re-

sult in failure of reasoning for distance-sensitive actions.

Therefore, for each edge e ∈ E , we derive a particular form

of edge representation fe = [fsem
e , f coorde ], which concate-

nates the semantic similarity fsem
e and relative coordinate

changes f
coord
e between nodes. The rational behind is to

encourage the edge feature fe to reflect both semantic and

relative spatial relations between tubelets, and thus facilitate

the reasoning process.

Concretely, given two nodes vi and vj(i < j), we mea-

sure the semantic similarity between them as

fsem
eij

= ϕ(fvisualvi
)
⊤

ϕ(fvisualvj
), (2)

where f
visual
vi

and f
visual
vj

are the visual features of vi and

vj , respectively. ϕ(·) denotes the feature transformation

function. Moreover, depending on the holistic location fea-

tures of vi and vj (f̂ coordvi
, f̂ coordvj

), we directly calculate the

relative coordinate changes as f̂ coordeij
= f̂

coord
vi

− f̂
coord
vj

. We

further employ a MLP over f̂ coordeij
to obtain the final repre-

sentation of relative coordinate changes f coordeij
.

3.3. Discriminative Sub­graphs

One natural way to perform spatio-temporal reasoning

across actors/objects is to model the interactions between

tubelets over the space-time complete graph. However, such

complete graph might result in some irrelevant objects with

regard to different action categories, and the overall stabil-

ity of spatio-temporal reasoning will be inevitably affected.

To alleviate this issue, our MUSLE learns to decompose the

complete graph into a series of discriminative sub-graphs

across different scales. The rational behind is to interpret

each discriminative sub-graph as one prototype of each ac-

tion category, that conveys greater discriminative power for

the recognition of that action. Technically, we first extract

multi-scale sub-graphs from the complete graph. Here each

scale corresponds to a fixed number of nodes (i.e., 3, 4, or 5

nodes) in the sub-graphs. After that, for all sub-graphs from

an identical action under each scale, we leverage a Gaussian

Mixture Layer to interpret the distribution of them via Gaus-

sian Mixture Model (GMM). K Gaussian kernels are thus

achieved to represent the discriminative sub-graphs/action

prototypes on that scale.

Gaussian Mixture Layer. Inspired by deep autoencod-

ing Gaussian Mixture Model [8, 60], we utilize a Gaus-

sian Mixture Layer to perform online clustering over all the

sub-graphs to learn Gaussian kernels, rather than an offline

training of GMM through standard EM algorithm [13]. For-

mally, given a set of N sub-graphs from an identical action

on each scale, we represent each sub-graph as a feature vec-

tor x by concatenating all the node and edge representations
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within that sub-graph. Note that all nodes/edges are con-

catenated according to their assigned numbers (from small

to large). Next, with the inputs of each sub-graph represen-

tation x and an integer K (the number of mixture compo-

nents/Gaussian kernels), we first leverage a MLP to predict

the mixture membership of x:

α = MLP (x;θ), γ̂ = Softmax(α), (3)

where θ is the network parameter and γ̂ is a K-dimensional

vector for the soft mixture membership prediction. After

that, conditioned on all the mixture membership predictions

of the N sub-graphs, the parameters of the kth (1 ≤ k ≤ K)

Gaussian kernel in GMM can be estimated as:

φ̂k =

N∑

n=1

ˆγnk
N

, µ̂k =

∑N

n=1
γ̂nkxn∑N

n=1
γ̂nk

Σ̂k =

∑N

n=1
γ̂nk(xn − µ̂k)(xn − µ̂k)

⊤

∑N

n=1
γ̂nk

(4)

where γ̂n is the mixture membership prediction for the sub-

graph xn. φ̂k, µ̂k, Σ̂k denotes the mixture weight, mean,

and covariance matrix for the kth Gaussian kernel in GMM,

respectively. Accordingly, with the estimated parameters of

all Gaussian kernels, the possibility of sample x belonging

to the action category can be calculated as:

p(x) =

K∑

k=1

φ̂k

exp(− 1

2
(x− µ̂k)

⊤
Σ̂

−1

k (x− µ̂k))√
|2πΣ̂k|

, (5)

where | · | denotes the determinant of a matrix.

Training Objective. At the training stage, we formulate

the overall objective over all the N sub-graphs on each scale

in a batch as:

L(θ) = −
1

N

N∑

n=1

log p(xn) + λR(Σ̂), (6)

where p(xn) is the predicted possibility of each sub-graph

xn calculated as in Eq. 5. R(Σ̂) =
∑K

k=1

∑Dx

i=1
1

Σ̂kii

(Dx:

feature dimension of x) is a regularization of covariance

matrices Σ̂, which restricts the diagonal entries in Σ̂ con-

verge to reasonable solution rather than 0. λ denotes the

parameter for balancing the two parts, and we set it as 0.05

in practice. Since every operation within the Gaussian Mix-

ture Layer is differentiable, we can easily propagate gradi-

ent from the Gaussian Mixture Layer to the tubelet feature

extractor, and thus the two modules can be jointly optimized

in an end-to-end manner.

Please note that instead of fixing the number of Gaus-

sian kernels K under each scale for each action category,

we employ a dynamic strategy to automatically update K

along training process. Specifically, we initialize K with

a large value (6 in our case), and K will be decreased un-

til all mixture weights of Gaussian kernels are higher than

threshold th (th = 0.02) after one training epoch.

Inference. During inference, for each testing video,

we first build the corresponding spatio-temporal complete

graph, which is further decomposed into a group of sub-

graphs across all the three scales. Next, for each action

category, we utilize Eq. 5 to estimate the probability of

each sub-graph belonging to that category conditioned on

the learnt action prototypes. The highest probability across

all sub-graphs under three scales is thus taken as the classi-

fication score of the testing video for this category. Finally,

the action category with the highest classification score is

regarded as the predicted category of the testing video.

4. Experiments

In this section, we empirically evaluate our MUSLE

on two challenging action recognition benchmarks:

Something-Something V1&V2 [11] and Kinetics-400 [2].

4.1. Datasets

Something-Something is one of the largest video

datasets that focus on human-object interaction scenarios.

The dataset contains 174 fine-grained categories of common

human-object interactions with diverse objects and view-

points. The recognition of them is challenging, which re-

quires fine-grained understanding of the activity to distin-

guish similar actions within a group, e.g., “pushing some-

thing so that it falls off the table” and “pushing something

so that it almost falls off but doesn’t.” The first version (V1)

consists of around 108k videos in total, including 86k for

training, 11k for validation, and 11k for testing. The second

version (V2) further increases the video number to 220k.

The average video length is 4.0 seconds and all videos are

captured from object-centric view with fairly clean back-

grounds. Thus, few scene contexts is required to be ex-

ploited for action recognition in this dataset, making it a nat-

ural choice of benchmark for evaluating spatio-temporal

reasoning in videos (e.g., [22, 48]). Similarly, we mainly

report the results of our MUSLE on this dataset to evaluate

the capacity of spatio-temporal reasoning.

Kinetics-400 is a standard large-scale benchmark for

action recognition, covering 400 action classes. It con-

tains around 246k training videos and 20k validation videos.

Each video in this dataset is 10-second short clip trimmed

from the raw YouTube video. Here we additionally involve

this dataset to further demonstrate the generalization of our

proposal for action recognition.

4.2. Implementation Details

Training. At training stage, we adopt the same strategy

as in TSN [47] to train our MUSLE framework. Specifi-

cally, given an input video, we first divide it into L (L = 4

3314



Table 1. Performance contribution of each component in MUSLE. Experiments are conducted on Something-Something V2 validation set.
Method Graph Sub-graph Node Coord Edge Coord Multi-scale Top-1 Top-5

Base 60.8 86.5

Base+GCN [48]
√

61.3 87.1

Base+GloRe [4]
√

61.9 87.3

Base

(3 nodes)
√ √

62.7 88.0

+Sub-graph (4 nodes)
√ √

63.2 88.3

(5 nodes)
√ √

62.2 87.5

+Node Coord (4 nodes)
√ √ √

63.5 88.7

+Edge Coord (4 nodes)
√ √ √ √

64.1 89.3

MUSLE
√ √ √ √ √

65.0 90.1

in our case) segments with equal durations, aiming to per-

form long-range temporal structure modeling. Then, for

each segment, we randomly sample one clip consisting of

16 consecutive frames. The size of the short side of sam-

pled frames is fixed to 256. We augment the data during

training by scale and aspect-ratio jittering. For tubelet gen-

eration process, we utilize Faster R-CNN [34] pre-trained

on COCO dataset [28] to detect objects in the first frame

of each clip. Meanwhile, we pre-train the Tubelet Proposal

Network [19] on ImageNet VID dataset [35] to estimate the

movement of each object region frame by frame in each

clip and fix its parameters during training. We select the

top 8 tubelets with the highest detection scores in each clip

to build the spatio-temporal complete graph, leading to 32

nodes in the complete graph for the whole video (consisting

of 4 sampled clips). We capitalize on LGD network [33] as

the tubelet feature extractor, which represents each tubelet

as the outputs from the last convolutional layer with RoI

Pooling. The parameters of the LGD network is initialized

with the ImageNet pre-trained ResNet-50 model.

We implement MUSLE mainly on Caffe [14]. The whole

framework is trained on four Tesla P40 GPUs via Stochastic

Gradient Descent (SGD) with a mini-batch of 16 videos.

The momentum and weight decay are set to 0.9 and 0.0005,

respectively. We set the initial learning rate as 0.01, which

is further divided by 10 after every 20 epochs. The training

is stopped after 50 epoches.

Inference. During inference, we evenly sample 4 clips

from each test video. For each frame in the clips, we follow

the strategy in [15, 24] to resize the shorter size as 256 by

maintaining the aspect ratio. We utilize the learnt Gaussian

Mixture Model to compute the similarity between the sub-

graphs extracted from the test video and action prototypes

across all the scales and actions. The class of action proto-

type with the highest similarity is taken as the prediction.

4.3. Ablation Study of MUSLE

Here, we investigate how each design in MUSLE influ-

ences the overall performance. We start from a basic model

(named Base) by feeding each video clip into LGD back-

bone and simply taking the output score as clip-level score.

The averaged score over all clips is thus exploited for action

classification. Base model solely capitalizes on the clip-

level holistic features, while leaving the object-level rela-

tions unexploited. As an alternative, GCN [48] leverages

Tubelet Proposal Networks (TPN) to produce space-time

actor/object tubelets for each clip. The representation of

each tubelet is extracted through LGD backbone. After that,

all the tubelets from clips within a video are taken as the

graph nodes, which are connected with similarity relations

in between. Graph Convolutional Network (GCN) is fur-

ther utilized to perform spatio-temporal reasoning over the

whole graph. The final video-level representation is thus

obtained by performing mean pooling over all the refined

graph nodes. GloRe [4] upgrades GCN with global rea-

soning unit, which conducts highly efficient global reason-

ing over the whole graph by projecting aggregated features

over coordinate space into an interaction space. Instead of

reasoning on the whole graph (e.g., GCN and GloRe), the

run of Base+Sub-graph decomposes the whole graph (with

only semantic similarity relations) into single-scale sub-

graphs. For one specific scale, we utilize Gaussian Mixture

Layer to learn the discriminative sub-graphs/action proto-

types for action recognition. Please note that in Base+Sub-

graph, we directly take the visual feature of LGD backbone

to represent each tubelet. Node Coord further enhances

tubelet representation by concatenating the visual feature

and the coordinates of constituent proposals. In Edge Co-

ord, the graph edges are strengthened to measure not only

the semantic similarity between every two nodes, but also

the relative coordinate changes in between. Multi-scale

unifies the discriminative sub-graphs across all the three

scales for action recognition.

Table 1 details the performances across different ways

of reasoning about graph structure for action recognition on

Something-Something V2. Specifically, for Base model,

the use of original clip-level holistic features in general

achieves a good performance. As expected, by additionally

modeling the object-level relations over the whole spatio-

temporal graph for recognizing actions, Base+GCN and

Base+GloRe exhibit better performances than Base model.

This generally verifies the merit of reasoning about spatio-

temporal graph structure within videos. Nevertheless, per-

forming reasoning over the whole graph would inevitably

result in more irrelevant objects, which may affect the over-

all stability of reasoning process. To address this issue, our
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Table 2. Comparison results of MUSLE with other state-of-the-art methods on Something-Something V1 & V2.

Method Backbone Pre-train #Frames
Something-Something V1 Something-Something V2

top-1 val top-5 val top-1 test top-1 val top-5 val top-1 test

TSN [47] BNInception ImageNet 16 19.7 46.6 - 27.8 57.6 -

TRN [58] BNInception ImageNet 8 34.4 - 33.6 48.8 77.6 50.9

DualAtt [49] BNInception ImageNet 8 - - - 51.6 80.3 54.0

TRG [56] BNInception ImageNet 16 45.9 74.9 - 56.7 79.9 -

I3D [2] ResNet-50 Kinetics 32 41.6 72.2 - - - -

I3D+GCN [48] ResNet-50 Kinetics 32 43.3 75.1 - - - -

NL I3D+GCN [48] ResNet-50 Kinetics 32 46.1 76.8 45.0 - - -

S3D [50] Inception ImageNet 64 48.2 78.7 42.0 - - -

ECO [59] BNInc+ResNet-18 Kinetics 16 41.4 - - - - -

TSM [27] ResNet-50 Kinetics 16 47.2 77.1 46.0 63.4 88.5 64.3

STM [15] ResNet-50 ImageNet 16 50.7 80.4 43.1 64.2 89.8 63.5

TEA [24] ResNet-50 ImageNet 16 51.9 80.3 - - - -

GSM [40] InceptionV3 ImageNet 16 50.6 - - - - -

ASS [22] ResNet-50 ImageNet 32 51.4 - - 63.5 - -

MUSLE ResNet-50 ImageNet 16 52.5 81.6 47.4 65.0 90.1 65.0

unique design of Sub-graph enables the learning of single-

scale discriminative sub-graphs as the prototypes of each

action category for recognition. Here we vary the scale (i.e.,

node number) of sub-graphs in the range of {3, 4, 5}, and

the results of Base+Sub-graph under different scales con-

sistently outperform Base+GCN and Base+GloRe across

all metrics. The best performances (Top-1: 63.2%, Top-

5: 88.3%) are attained when the node number of each sub-

graph is set to 4. The results clearly highlight the advan-

tage of exploiting sub-graphs in videos to represent and

encode the discriminative patterns of each action. Fur-

thermore, Node Coord and Edge Coord, which integrates

Sub-graph with spatial-aware cues (i.e., information about

proposal coordinates or relative coordinate changes), con-

tributes an Top-1 accuracy increase of 0.3% and 0.6%, re-

spectively. This demonstrates that Node Coord and Edge

Coord are very practical choices to enhance the capacity

of spatio-temporal reasoning, especially for the recognition

of distance-sensitive actions (e.g., “moving something and

something away from each other” versus “moving some-

thing and something closer to each other”). The integra-

tion of all sub-graphs across three scales, i.e., our MUSLE,

reaches the highest performances for action recognition.

The performance boosts basically indicate the advantage

of multi-scale aggregation of sub-graphs during reasoning,

that enables flexibility in the scale of sub-graphs to better

reflect the inherent properties of various actions.

4.4. Comparisons with State­of­the­Arts

Something-Something. Table 2 summarizes the quanti-

tative results of our MUSLE on both Something-Something

V1 and V2 datasets. We compare MUSLE with several

existing state-of-the-art action recognition methods, which

can be grouped into two directions: 2D CNNs based tech-

niques (e.g., TSN, TRN, and TRG) and 3D/(2+1)D CNNs

based approaches (e.g., I3D, I3D+GCN, S3D, and ASS).

Overall, the results under the same backbone (ResNet-50)

across different datasets consistently demonstrate that our

MUSLE exhibits better performances than other 2D and

3D/(2+1)D CNNs based models. In particular, the Top-

1 val accuracy of MUSLE can achieve 52.5% and 65.0%

on Something-Something V1 and V2 respectively, which

makes 0.6% and 0.8% absolute improvements over the

best competitors TEA and STM. By modeling temporal or-

ders across frames for reasoning, TRN achieves better per-

formances than TSN which simply averages the features

of temporal frames. Moreover, DualAtt improves TRN

by additionally capturing human-object interactions via at-

tention mechanism. TRG further leads to a performance

boost by constructing a temporal relation graph to capture

the long-range temporal dependencies across frames. For

3D/(2+1)D CNNs based approaches, I3D+GCN by exploit-

ing the relations between objects for spatio-temporal rea-

soning over the whole graph, outperforms I3D. Different

from the manually-designed graph-based reasoning mod-

ule in I3D+GCN and NL I3D+GCN, ASS automatically

searches adaptive interaction modeling structures for rea-

soning on space-time graph, and achieves better perfor-

mance. Nevertheless, the performances of ASS are still

lower than our MUSLE, which uniquely discovers the dis-

criminative sub-graphs for action recognition. This con-

firms the advantage of decomposing the whole graph into

sub-graphs and modeling the discriminative ones for spatio-

temporal reasoning in MUSLE.

Figure 3 showcases the most similar sub-graphs w.r.t the

learnt action prototypes in three test videos. We also dis-

play some intuitive interpretations of semantic and relative

spatial relations behind the graph edges. From these exem-

plar results, it is easy to see that our learnt discriminative

sub-graphs/action prototypes via MUSLE can capture the

discriminative patterns of actions and thus facilitate action

recognition. For instance, by encoding the patterns of “two

key objects are getting closer” into the sub-graph of the sec-

ond video, it is nature to recognize the action of “Moving

something closer to something”.

Kinetics-400. To further verify the generality of our pro-
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Table 3. Comparison results of MUSLE with other state-of-the-art

methods on Kinetics-400 validation set.
Method Backbone Top-1 Top-5

TSN [47] BNInception 69.1 88.7

I3D [2] InceptionV1 71.1 89.3

R(2+1)D [43] ResNet-34 72.0 90.0

LGD [33] ResNet-50 73.1 91.2

ECO [59] BNInc+ResNet-18 70.7 89.4

TSM [27] ResNet-50 72.5 90.7

STM [15] ResNet-50 73.7 91.6

TEA [24] ResNet-50 74.0 91.3

MUSLE ResNet-50 75.1 92.0

Table 4. Performance comparison on UCF101 and HMDB51.

Method Pre-train Finetune UCF101 HMDB51

LGD [33] Kinetics No 80.5 52.3

LGD [33] Kinetics Yes 93.2 70.1

MUSLE Kinetics No 90.1 65.8

MUSLE Kinetics Yes 94.8 72.2

posed MUSLE, we additionally conduct experiments for

action recognition in the standard benchmark of Kinetics-

400. Note that different from Something-Something which

consists of object-centric videos with clean backgrounds,

Kinetics-400 includes plenty of human-centric videos with

complex backgrounds and some action categories (e.g.,

“laughing” and “jogging”) are related to few objects. This

naturally makes the reasoning over objects in Kinetics-400

more challenging than Something-Something. However, as

shown in Table 3, our MUSLE still manages to achieve

competitive results against state-of-the-art techniques with-

out graph-based reasoning. The results again verify the idea

of exploiting multi-scale sub-graphs to reason about the dy-

namics of object interactions for action recognition.

4.5. Cross­Dataset Validation

Recall that our MUSLE learns to discover prototypical

sub-graphs/action prototypes that reflect the discriminative

patterns for each human action. Such learnt action proto-

types are generic, and could potentially be dataset-invariant,

i.e., benefiting the recognition of actions in a target dataset

different from the source training dataset. To evaluate this

idea, we perform cross-dataset validation by pre-learning

action prototypes on Kinetics-400 dataset and further lever-

aging them to classify videos in UCF101 [39] and HMDB51

[17] datasets without or with fine-tuning. Here we select

44 and 16 action categories in UCF101 and HMDB51 re-

spectively for evaluation, which also appear in the source

training dataset (Kinetics-400). Details of the selected ac-

tion categories in each target dataset can be referred in sup-

plementary material. As shown in Table 4, under the most

challenging setting without any fine-tuning, the accuracy of

our MUSLE can achieve 90.1% and 65.8% on UCF101 and

HMDB51, making 9.6% and 13.5% absolute improvements

over LGD. Moreover, when further fine-tuning on target

1 2

3

4

1 2

3 4

Category: Moving something closer to something

1         2: node#2 is at the right of node#1 and they are far apart

3         4: node#4 is at the right of node#3 and they are close

1         3: similar object, moving from left to right

2         4: similar object, moving from right to left

 

1

2

3

4

5

1 2

3 4 5

Category: Dropping something behind something

1         2: node#2 is at the right of node#1 and they are close

1         4: similar object, moving from top to bottom

3         5: similar object, position unchanged

4         5: node#5 is under node#4 and they are close 

1
2

3

1

2 3

Category: Pulling something from left to right

1         2: similar object, moving from left to right

2         3: node#3 is at the right of node#2 and they are close

Figure 3. Examples showing the most similar sub-graphs with re-

gard to the learnt action prototypes for three test videos. We only

show the middle frame for each sampled video clip. Each sub-

graph is equipped with several intuitive interpretations of semantic

and relative spatial relations behind the graph edges.

datasets, our MUSLE still outperforms LGD. The results

generally confirm the transferability of learnt action proto-

types across different datasets in our MUSLE.

5. Conclusion

We have proposed MUlti-scale Sub-graph LEarning

(MUSLE) framework, which explores the discriminative

patterns of each action for recognition in videos. Particu-

larly, we study the problem from the viewpoint of present-

ing the video structure as a space-time graph, decomposing

such graph into sub-graphs, and interpreting the discrimi-

native ones as action prototypes. To materialize our idea,

we first link the region proposals across frames as tubelets,

and build the spatio-temporal graph with nodes of tubelets

and edges of dense connectivity. The graph is decomposed

into multi-scale sub-graphs to characterize the complexity

of different actions. Then, MUSLE learns a Gaussian Mix-

ture Layer to estimate the distribution of sub-graphs from

one certain action on each scale and takes Gaussian kernels

as the prototypical structures of such action for recognition.

Experiments conducted on three datasets, i.e., Something-

Something V1 & V2, and Kinetics-400, validate our pro-

posal and analysis. More remarkably, our MUSLE achieves

the superior accuracy on Something-Something V2.
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