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Abstract

Training deep networks with limited labeled data while

achieving a strong generalization ability is key in the quest

to reduce human annotation efforts. This is the goal of

semi-supervised learning, which exploits more widely avail-

able unlabeled data to complement small labeled data sets.

In this paper, we propose a novel framework for discrim-

inative pixel-level tasks using a generative model of both

images and labels. Concretely, we learn a generative ad-

versarial network that captures the joint image-label dis-

tribution and is trained efficiently using a large set of un-

labeled images supplemented with only few labeled ones.

We build our architecture on top of StyleGAN2 [45], aug-

mented with a label synthesis branch. Image labeling at

test time is achieved by first embedding the target image

into the joint latent space via an encoder network and test-

time optimization, and then generating the label from the in-

ferred embedding. We evaluate our approach in two impor-

tant domains: medical image segmentation and part-based

face segmentation. We demonstrate strong in-domain per-

formance compared to several baselines, and are the first

to showcase extreme out-of-domain generalization, such as

transferring from CT to MRI in medical imaging, and pho-

tographs of real faces to paintings, sculptures, and even

cartoons and animal faces. Project Page: https://nv-

tlabs.github.io/semanticGAN/

1. Introduction

Deep learning is now powering the majority of com-

puter vision applications ranging from autonomous driv-

ing [93, 73] and medical imaging [78, 38] to image edit-

ing [69, 15, 98, 88, 70, 74]. However, deep networks are

extremely data hungry, typically requiring training on large-

scale datasets to achieve high accuracy. Even when large

datasets are available, generalizing the network’s perfor-

mance to out-of-distribution data, for example, on images

captured by a different sensor, presents challenges, since

deep networks tend to overfit to artificial statistics in the
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Figure 1: Out-of-domain Generalization. Our model trained on real

faces generalizes to paintings, sculptures, cartoons and even outputs plau-

sible segmentations for animal faces. When trained on chest x-rays, it gen-

eralizes to multiple hospitals, and even hallucinates lungs under clothed

people. Our model also generalizes well from CT to MRI medical scans.

training data. Labeling large datasets, particularly for dense

pixel-level tasks such as semantic segmentation, is already

very time consuming. Re-doing the annotation effort each

time the sensor changes is especially undesirable. This is

particularly true in the medical domain, where pixel-level

annotations are expensive to obtain (require highly-skilled

experts), and where imaging sensors vary across sites. In

this paper, we aim to significantly reduce the number of

training data required for attaining successful performance,

while achieving strong out-of-domain generalization.

Semi-supervised learning (SSL) facilitates learning with

small labeled data sets by augmenting the training set with

large amounts of unlabeled data. The literature on SSL is

vast and some classical SSL techniques include pseudo-

labeling [50, 2, 8, 83], consistency regularization [80, 49,

87, 23, 83], and various data augmentation techniques [7,

6, 91] (also see Sec. 2). State-of-the-art SSL performance

is currently achieved by contrastive learning, which aims to

train powerful image feature extractors using unsupervised

contrastive losses on image transformations [13, 29, 61, 32].

Once the feature extractors are trained, a smaller amount of

labels is needed, since the features already implicitly en-

code semantic information. While SSL approaches have

been more widely explored for classification, recent meth-

ods also tackle pixel-wise tasks [37, 62, 40, 47, 22, 68].

Although SSL techniques allow to train models with lit-

tle labeled data, they usually do not explicitly model the dis-
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tribution of the input data itself and therefore can still easily

overfit to the training data, hampering their generalization

capabilities. This is especially critical in semantic segmen-

tation, where annotations are expensive and hence the avail-

able amount of labeled data can be particularly small.

To address this, we propose a fully generative approach

based on a generative adversarial network (GAN) that mod-

els the joint image-label distribution and synthesizes both

images and their semantic segmentation masks. We build

on top of the StyleGAN2 [45] architecture and augment it

with a label generation branch. Our model is trained on a

large unlabeled image collection and a small labeled sub-

set using only adversarial objectives. Test-time prediction

is framed as first optimizing for the latent code that recon-

structs the input image, and then synthesizing the label by

applying the generator on the inferred embedding.

We showcase our method in the medical domain and

on human faces. It achieves competitive or better in-

domain performance even when compared to heavily engi-

neered state-of-the-art approaches, and shows significantly

higher generalization ability on out-of-domain tests. We

also demonstrate the ability to generalize to domains that

are drastically different from the training domain, such as

going from CT to MRI volumes, and natural photographs

of faces to sculptures, paintings and cartoons, and even an-

imal faces (see Figure 1).

In summary, we make the following contributions: (i)

We propose a novel generative model for semantic segmen-

tation that builds on the state-of-the-art StyleGAN2 and

naturally allows semi-supervised training. To the best of

our knowledge, we are the first work that tackles semantic

segmentation with a purely generative method that directly

models the joint image-label distribution. (ii) We exten-

sively validate our model in the medical domain and on face

images. In the semi-supervised setting, we demonstrate re-

sults equal to or better than available competitive baselines.

(iii) We show strong generalization capabilities and outper-

form our baselines on out-of-domain segmentation tasks by

a large margin. (iv) We qualitatively demonstrate reason-

able performance even on extreme out-of-domain examples.

2. Related Work

Our paper touches upon various topics, including medi-

cal image analysis, semantic segmentation, semi-supervised

learning, generative modeling and neural network inversion.

Semi-Supervised Learning and Semantic Segmenta-

tion: in the medical domain, semi-supervised semantic seg-

mentation has been tackled via pseudo-labeling [2], adver-

sarial training [64, 53], and transformation-consistency [53]

in a mean-teacher framework [87]. In computer vision, [59]

is the first work using an adversarial objective to train a seg-

mentation network. Later this idea was extended to semi-

supervised setups via self-taught losses and discriminator

feature matching [37, 62]. Recently, [47] proposed an ap-

proach using a flaw detector to approximate pixel-wise pre-

diction confidence. Further relevant approaches to semi-

supervised segmentation have been developed in weakly-

supervised setups [35, 51, 94].

For simpler classification tasks, a plethora of SSL meth-

ods have been developed, based on pseudo-labeling [50,

8, 72], self-supervision [8], entropy-minimization [27],

consistency-regularization [80, 49, 87, 23], adversarial

training [63], data augmentation [91], and combinations

thereof [7, 83, 6]. However, current state-of-the-art semi-

supervised methods are based on self-supervised learning

with contrastive objectives [13, 29, 61, 32]. These ap-

proaches use unlabeled data in an often task-agnostic man-

ner to learn general feature representations that can be “fine-

tuned” using a smaller amount of labeled data. Related

ideas have been applied to semi-supervised semantic seg-

mentation [40] and tailored data augmentation strategies

have been explored [22, 68]. Furthermore, many works

employ carefully designed pretext tasks to learn useful rep-

resentations from unlabeled images [18, 66, 24, 26]. Our

method is related to these works in the sense that our task

for learning strong features is image generation itself, in-

stead of an auxiliary pretext task.

The above works train discriminative models of the

form p(y|x), in contrast to our fully generative approach.

However, generative approaches to SSL have been pro-

posed before. [48] leverages variational autoencoders and

[67, 81] use GANs in which the discriminator distinguishes

between different classes. A related approach to semi-

supervised semantic segmentation uses generative models

to augment the training data with additional synthesized

data [84, 41, 17, 52]. Conceptually, [84] trains a generator

together with a pixel-wise discriminator network to perform

segmentation, while [41, 17, 52] learn to generate synthetic

3D scenes by matching distributions of real and rendered

imagery. In parallel work, [97] exploit GANs to synthesize

large labeled data datasets using very few labeled examples.

In contrast, to the best of our knowledge, our method is

the first fully generative approach to semantic segmentation

that uses only adversarial objectives and no cross entropy

terms and in which the generator models the joint p(x, y)
and directly synthesizes images together with pixel-wise la-

bels. We further use the generative model as a decoder of

semantic outputs at test time, which we show leads to better

generalization than prior and parallel work.

Generator Inversion: A critical part of our method is

the effective inversion of the GAN generator at test-time to

infer the latent embedding of a new image to be labeled. We

are building on previous works that have studied this task

before. Optmization-based methods iteratively optimize a

reconstruction objective [99, 92, 56, 1, 36, 16, 75, 74] or

perform Markov chain Monte Carlo [21], while encoder-
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Stop gradients

Figure 2: Model Overview. Generator G and discriminators Dm and Dr are trained with adver-

sarial objectives LG (not indicated here), LDm
and LDr

. We do not backpropagate gradients from

Dm into the generator’s image synthesis branch. We train an additional encoder E in a supervised

fashion using image and mask reconstruction losses Lu and Ls.
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64 x 64
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tImage
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tImage

tSeg

tSeg
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Figure 3: Generator Architecture. We

modify StyleGAN2’s image synthesis network

to also output masks. The tImage and tSeg

blocks output intermediate images and seg-

mentation masks at different resolutions, re-

spectively. Both share the same style layers.

based techniques directly map target images into the em-

bedding space [71, 19, 10, 20, 77]. Hybrid methods com-

bine these ideas and initialize iterative optimization from an

encoder prediction [99, 5, 3, 4, 98]. These works primarily

focus on image reconstruction and editing, while we use in-

ferred embeddings for pixel-wise image labeling.

Generative Models for Image Understanding: Our ap-

proach is in line with various works that explore the use

of generative modeling in different forms for discriminative

and image recognition tasks, an idea that dates back until

at least [65] and has also been studied using early energy-

based models [76, 33, 85]. [76, 33] train deep belief net-

works to model shapes and learn representations of images

in the model’s latent variables. These representations can

then be used for image recognition. In [55], a VAE was

used for amodal object instance segmentation. These ideas

are closely related to our method, which learns features in a

GAN generator that can be used for semantic segmentation.

Recently, [92, 21, 30] demonstrated impressive inpaint-

ing as well as colorization and super-resolution results using

GANs. In fact, also our method can be interpreted as “in-

painting” of missing labels using a generative model of the

joint image-label distribution in a similar manner. Along a

different line of research, [28, 57, 34] found that generative

training of deep classification networks results in better cali-

brated and more robust models, which is consistent with the

strong generalization capabilities we observe in our method.

These related works motivate to also treat semantic seg-

mentation as a generative modeling problem.

3. Method

We first provide a conceptual overview over our method

and discuss its motivation and advantages. Then, we explain

the model architecture, training, and inference in detail.

3.1. Overview

Traditional neural network-based semantic segmentation

methods [12] learn a function f : X → Y , mapping images

x ∈ X to pixel-wise target labels y ∈ Y . The goal of learn-

ing is to maximize the conditional probability p(y|x). This

requires large labeled data sets and is prone to overfitting

when training with limited amounts of annotated images.

We propose to instead model the joint distribution of

images and labels p(x, y) with a GAN-based generative

model. In the GAN framework, p(x, y) is implicitly defined

as the distribution obtained when mapping latent variables

z drawn from a noise distribution p(z) through a determin-

istic generator G(z) : Z → (X ,Y) that outputs both im-

ages x and labels y. In this setup, a latent vector z explains

both the image and its labels, and, given z, image and la-

bels are conditionally independent. Hence, we can label

a new image x∗ by first inferring its embedding z∗ via an

auxiliary encoder and test-time optimization, and then syn-

thesize the corresponding pixel-wise labels y∗ (in practice,

we are working directly in StyleGAN2’s W+-space instead

of the “Normal” Z-space). See Figure 2 for an overview.

3.2. Motivation

Our fully generative approach to semantic segmentation

has several advantages over traditional methods that directly

model the conditional p(y|x).

Semi-supervised Training: Intuitively, a model that can

generate realistic images should know how to generate the

corresponding pixel-wise labels as well, as they are just cap-

turing semantic information already present in the image it-

self. This is analogous to rendering, where, if we know how

to render a given scene, generating labels of interest, such as

segmentation or depth, is simple. A GAN can be viewed as

a neural renderer, where the embeddings z completely en-

code and describe the images to be synthesized via a neural

network [96]. This connection suggests a similar strategy:

If we know how to generate images, the GAN should be

able to easily generate associated labels as well. This im-

plies that the feature representations learnt by the GAN can

be expected to be useful also for pixel-wise labeling tasks.

Hence, we can simply augment the generator with a small

additional branch that synthesizes labels from the same fea-

tures used for image generation. A major benefit of this ap-

proach is that training the GAN itself only requires images

without labels. A small amount of labels is only necessary

for training the small labeling function on top of the main

GAN architecture. Therefore, this setup naturally allows for
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efficient semi-supervised training. Furthermore, by jointly

training the GAN for image and label synthesis, its features

can be further “finetuned” for semantic label generation.

Note that we can also view this setup as parameter shar-

ing: Given an embedding z, the label-generating function

shares nearly all its parameters with the image-generating

function and only adds few additional parameters that are

solely trained with labeled data.

Generalization: After training, we expect the model to

synthesize plausible image-label pairs for all embeddings

z within the noise distribution p(z), from which we drew

samples during training. Therefore, we will likely be able to

successfully label any new images, whose embeddings are

in p(z) or sufficiently close. Furthermore, the GAN never

sees the same input repeatedly during training, as its input

is the resampled noise z. Hence, it learns a smooth gener-

ator function over the complete latent distribution p(z). In

contrast, a purely conditional model p(y|x) is much more

likely to overfit to the limited labeled training data and does

not take into account the distribution p(x) of the data itself.

For these reasons, our generative approach can be expected

to show significantly better generalization capabilities be-

yond the training data and even beyond the training domain,

which we validate in our experiments.

3.3. Model

We build our model on top of StyleGAN2 [45], the cur-

rent state-of-the-art GAN for image synthesis. It is based

on its successor StyleGAN [44] and proposes several mod-

ifications, such as latent space path-length regularization to

encourage generator smoothness and a redesign of instance

normalization to remove generation artifacts. Furthermore,

the previous progressive growing strategy [42] is abandoned

in favor of a residual skip-connection design. The model

achieves remarkable image synthesis quality and has found

important applications for example in image editing [88].

We now explain our model design in detail.

Generator: Our generator is based on StyleGAN2’s

generator with residual skip-connection design [45]. We

add an additional branch at each style layer to output a seg-

mentation mask y along with the image output x (Figure

3). Like standard StyleGAN2, our generator takes random

noise vectors z ∈ Z following a simple Normal distribu-

tion p(z) = N (0, I) as input and first transforms them via

a fully-connected network to a more complex distribution

p(w) in a space usually denoted as W [44]. After an affine

transformation, these complex noise variables are then fed

to the generator’s main style layers, which output images

x ∈ X and pixel-wise labels y ∈ Y . We can formally de-

fine this as G : Z → W → (X ,Y).

Discriminators: We have two discriminators Dr and

Dm. Specifically, Dr : X → R is applied on real and gen-

erated images, encouraging the generator to produce realis-

tic images. It follows the residual architecture of [42, 44].

Dm : (X ,Y) → R consumes both images and pixel-

wise label masks via concatenation and discriminates be-

tween generated and real image-label pairs. This enforces

alignment between synthesized images and labels, as non-

aligned image-label pairs could be easily detected as “fake”.

To enforce strong consistency between images and labels,

we are using the multi-scale patch-based discriminator ar-

chitecture from [89] for Dm.

Encoder and W+-space: During inference, we first

need to infer a new image’s embedding. Instead of perform-

ing inference in Z-space, it has been shown that it is bene-

ficial to instead directly work in W-space and to model all

noise vectors w independently, unlike in training, where the

same w is provided to all style layers [1]. When modeling

the w’s independently for each style layer, we can interpret

this as an extended space, which is usually denoted as W+

with elements w+. We are following this previous work and

perform embedding inference in W+. Below, when writing

G(w+), we indicate generation directly based on w+, in-

stead of samples z ∈ Z .

As explained below, we infer an image’s w+ embedding

via test-time optimization. To speed up this optimization

process and provide a strong initialization, we are using an

additional encoder E : X → W+, mapping images x di-

rectly to W+-space. Its architecture is based on [77], which

uses a feature pyramid network [54] as backbone to extract

multi-level features. A small fully convolutional network is

used to map those features to W+-space (see Figure 2).

3.4. Training

We utilize a large unlabeled data set Du = {x1, ..., xn}
and a small labeled data set Dl = {(x1, y1), ..., (xk, yk)},

with k ≪ n. We are training in two stages and train gener-

ator and discriminators first and encoder second.

Loss Function: The generator and the discriminators are

trained with the following standard GAN objectives:

LDr
= E

xr∼Du

[logDr(xr)]

+ E
(xf ,·)=G(z),z∼p(z)

[log(1−Dr(xf ))]
(1)

LDm
= E

(xr,yr)∼Dl

[logDm(xr, yr)]

+ E
(xf ,yf )=G(z),z∼p(z)

[log(1−Dm(xf , yf ))]
(2)

LG = E
(xf ,·)=G(z),z∼p(z)

[log(1−Dr(xf ))]

+ E
(xf ,yf )=G(z),z∼p(z)

[log(1−Dm(xf , yf ))]
(3)

The objective of the discriminators Dr and Dm is to

maximize LDr
and LDm

respectively, while the objective

of the generator G is to minimize LG. The second term

in Eq. (3) leads to gradients in both the image and label
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branch of the generator. These gradients are produced by

Dm and encourage adjustment of synthesized labels and

images. However, we want the synthesized label to be ad-

justed to match the synthesized image, instead of the other

way, i.e. perturbing image generation to match the labels.

Therefore, we are stopping gradient backpropagation into

the generator via the image synthesis branch from the sec-

ond term in Eq. (3). In this way, the image generation

branch is trained purely via the image generation task with

feedback from Dr (first term in Eq. (3)), using the com-

plete data set including the unlabeled images. At the same

time, the GAN’s main features in the style layers, to which

both the image and label synthesis branches are connected,

are still experiencing feedback from both the image and the

label synthesis branch. Due to this joint training strategy,

the generator learns feature representations useful both for

realistic image synthesis and corresponding label genera-

tion. Note that we use only adversarial losses. There are

no pair-wise losses for segmentation, such as cross-entropy

between pairs of real and generated label masks, at all.

Encoder: When training the encoder E : X → W+, we

freeze the generator G. The encoder training objective is

LE = Ls + Lu, (4)

Ls is the supervised loss on labeled images, defined as:

Ls = E
(x,y)∼Dl

H(y,Gy(E(x))) +DC(y,Gy(E(x))) (5)

with H(·, ·) denoting a pixel-wise cross-entropy loss

summed over all pixels and DC(·, ·) the dice loss as in [38].

The unsupervised loss Lu is

Lu = E
x∼Dl∪Du

LLPIPS(x,Gx(E(x)))

+ λ1||x−Gx(E(x))||22

(6)

with λ1 a hyperparameter trading off different loss contribu-

tions, Gx denoting the generator’s image backbone and Gy

the label generation branch. LLPIPS(x1, x2) is the Learned

Perceptual Image Patch Similarity (LPIPS) distance [95],

which measures L2 distance in the feature space of an

ImageNet-pretrained VGG19 network. With the above ob-

jective, we are training the encoder to map images x to em-

beddings w+ ∈ W+, which re-generate the input images

and, for labeled data, also the pixel-wise label masks.

3.5. Inference

At inference time, we are given a target image x∗ and our

goal is to find the optimal pixel-wise labels y∗. As explained

above, we first embed the target image into the generator’s

embedding space, for which we choose W+ instead of Z .

To this end, we are mapping the image x∗ to W+ using the

encoder E and then solve the inversion objective

w+∗ = argmin
w+∈W+

[Lreconst(x
∗, Gx(w

+))

+ λ2||w
+ − E(G(w+))||22

(7)

Faces Chest X-ray Skin Lesion Liver CT

Figure 4: Synthetic Samples of image and pixel-wise segmentation

label pairs from our generator for multiple datasets.

iteratively via gradient descent-based methods. The first

term in Eq. (7) optimizes for reconstruction quality of the

given image and the second term regularizes the optimiza-

tion trajectory to stay in the training domain, where the en-

coder was training to approximately invert the generator.

This strategy was recently proposed in [98]. This regular-

ization, controlled by the hyperparameter λ2, can be partic-

ularly beneficial when performing labeling of images out-

side the training domain. In this case, purely optimizing

for reconstruction quality can result in w+∗ values that lie

far outside the distribution p(w+) of embeddings w+ en-

countered during training. Since the labeling branch is not

trained for such w+∗, the predicted label may be incorrect.

One may suggest to instead directly regularize with p(w+),
however, this is not easily possible, since p(w+) is not ac-

tually a tractable distribution. It is only implicitly defined

by mapping samples from p(z) though the fully-connected

noise transformation layers of StyleGAN2.

For the reconstruction term Lreconst we follow [45] and

use LPIPS together with a per-pixel L2 term:

Lreconst(x, x
∗) = LLPIPS(x, x

∗) + λ3||x− x∗||22 (8)

where λ3 is another hyperparameter. After obtaining

w+∗, we pass it back to the generator to get G(w+∗) =
(xinv, yinv). Since w+∗ was optimized to minimize the re-

construction error between xinv and x∗, we have xinv ≈
x∗. Furthermore, as the generator was trained to align syn-

thesized segmentation labels and images, we can expect

yinv to be a correct label of the reconstructed image xinv .

Hence, the generated segmentation mask yinv is the almost

optimal segmentation y∗ ≈ yinv of the target image x∗.

Note that we can also look at our inference protocol

from a fully probabilistic perspective, where we find the

maximum of the log posterior distribution over embeddings

given an image. In the supplemental material, we discuss

this in more detail and how it relates to other works.

4. Experiments

Our approach is limited by the expressivity of the gen-

erative model. Although GANs have achieved outstand-

ing synthesis quality for “unimodal” data such as images of

faces, current generative models cannot model highly com-

plex data, such as images of vivid outdoor scenes. Hence,
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our method is not applicable to such data. Therefore, in our

experiments we focus on human faces as well as the med-

ical domain, where most images can be successfully mod-

eled by StyleGAN2 (see Figure 4), and where annotation is

particularly expensive, as it relies on highly skilled experts.

We test our method on three medical tasks, chest X-ray

segmentation, skin lesion segmentation, and cross-domain

computer tomography to magnetic resonance image (CT-

MRI) liver segmentation, as well as face part segmentation.

For each task, we assume we have access to a small labeled

and a relatively large unlabeled data set. We test our model

on in-domain and several out-of-domain data sets. In the

following, we explain our experimental setup, and report re-

sults by qualitatively and quantitatively comparing to strong

baselines. We also analyze the value of labeled, unlabeled

and synthetic data. Implementation details are in Appendix.

4.1. Setup

Datasets. For chest x-ray segmentation, we use two in-

domain datasets (for labeled and unlabeled data), on which

we train the model. We evaluate on three additional out-of-

domain datasets. The datasets vary in terms of sensor qual-

ity and patient poses. We follow a similar approach for skin

lesion segmentation and combine two datasets for training

and evaluate additionally on three out-of-domain datasets.

For the cross-domain CT-MRI liver segmentation task we

use a CT dataset as our in-domain training data and also

evaluate on two MRI datasets. For face part segmentation,

we use the CelebA dataset [58]. Furthermore, for out-of-

domain evaluation we randomly selected 40 images from

the MetFaces dataset [43], a collection of human face paint-

ings and sculptures, and manually annotated them following

the labeling protocol for CelebA.

Metrics. For chest X-ray and CT-MRI liver segmenta-

tion, we report per-patient DICE scores, the default metric

used in the literature for this task. For skin lesion segmenta-

tion, we report the per-patient JC index, following the ISIC

challenge [79]. For face part segmentation, we use mean

Intersection over Union (mIoU) over all classes, excluding

the background class. mIoU is the most widely used metric

in computer vision for segmentation tasks.

Baselines. As baselines, we use both fully-supervised

approaches, which use only the annotated subset of the

data, as well as semi-supervised semantic segmentation

methods, which also utilize the additional unlabeled data.

With regards to fully supervised methods, the most widely

used segmentation network in the medical field is U-

Net [78]. Furthermore, following [37, 62, 47] we compare

to DeepLabV2 [11] (denoted as DeepLab below), a sta-

ble and commonly-used architecture in the computer vision

community for segmentation tasks. We also benchmark our

approach against several state-of-the-art SLL methods for

segmentation that have code available: the mean teacher

model with transformation-consistency (MT) [87, 53], the

adversarial training-based method [37] (AdvSSL), and also

the recently proposed Guided Collaborative Training (GCT)

[47]. All baselines share the same ResNet-50 [31] backbone

network architecture. For SSL baselines, we use the default

settings as reported in the original paper. The implementa-

tions are based on the PixelSSL repository 1.

We consider two versions of our own model. In one,

we infer an image’s embedding using the encoder only (de-

noted as Ours-NO). In the other, we further perform opti-

mization as described in Sec. 3.5 (denoted as Ours).

Further details about the datasets, evaluation metrics,

and baselines can be found in the supplemental material.

4.2. Semi­Supervised Segmentation Results

Chest X-ray Segmentation. Table 1 shows our results

for chest x-ray segmentation. We see that when evaluating

on in-domain data, our model is on-par or better than all

baselines. When evaluating on other, out-of-domain chest

x-rays, our model outperforms all baselines, both the fully

supervised and semi-supervised ones, often by a large mar-

gin. Examples of different segmentations are in Fig. 5.

Skin Lesion Segmentation. Table 2 presents the results

for skin lesion segmentation (also see Figure 7 for visual-

izations). The gap between our method and the baselines

is even more pronounced. We consistently outperform all

baseslines, both supervised and semi-supervised ones as

well as both in-domain and during evaluation on out-of-

domain data.

Face Part Segmentation. We observe similar results for

face part segmentation, where we outperform all baselines

(see Table 4 and Figure 6). In particular for out-of-domain

segmentation on the MetFaces data set, we find that we beat

the other methods by a large margin. Since our method is

designed with semi-supervised training in mind, we trained

the models with a limited number of annotations. For ref-

erence, we additionally trained a DeepLab model with all

28k mask annotations of the CelebA dataset. This model

achieves 0.7945 mIoU when evaluated on CelebA test data

and 0.6415 mIoU when evaluated on MetFaces test data.

Comparing to Table 4, this means that our method, us-

ing only 1.5k labels, even outperforms a modern DeepLab

model that was trained with all available 28k labels when

evaluated on out-of-domain MetFaces data. This is a tes-

tament to our model’s strong generalization and efficient

semi-supervised training capabilities.

Encouraged by these results we experiment with evaluat-

ing our CelebA model also on more extreme out-of-domain

images. We test our model on cartoons, faces of animals

and even non-face images that exhibit face-like features (see

Figure 8). Qualitatively, we observe that we can gener-

ate reasonable segmentations even for these extreme out-

1https://github.com/ZHKKKe/PixelSSL
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Trained with 9 labeled data samples Trained with 35 labeled data samples Trained with 175 labeled data samples

Method JSRT NLM NIH SZ JSRT NLM NIH SZ JSRT NLM NIH SZ

U-Net 0.9318 0.8605 0.6801 0.9051 0.9308 0.8591 0.7363 0.8486 0.9464 0.9143 0.7553 0.9005

DeepLab 0.9006 0.6324 0.7361 0.8124 0.9556 0.8323 0.8099 0.9138 0.9666 0.8175 0.8093 0.9312

MT 0.9239 0.8287 0.7280 0.8847 0.9436 0.8239 0.7305 0.8306 0.9604 0.8626 0.7893 0.8846

AdvSSL 0.9328 0.8500 0.7720 0.8901 0.9552 0.8191 0.5298 0.8968 0.9684 0.8344 0.7627 0.8846

GCT 0.9235 0.6804 0.6731 0.8665 0.9502 0.8327 0.7527 0.9184 0.9644 0.8683 0.7981 0.9393

Ours-NO 0.9464 0.9303 0.9097 0.9334 0.9471 0.9294 0.9223 0.9409 0.9465 0.9232 0.9204 0.9403

Ours 0.9591 0.9464 0.9133 0.9362 0.9668 0.9606 0.9322 0.9485 0.9669 0.9509 0.9294 0.9469

Table 1: Chest X-ray Lung Segmenta-

tion. Numbers are DICE scores. CXR14

[90] JSRT [82]are the in-domain data set,

on which we both train and evaluate. We

also evaluate on additional out-of-domain

datasets (NLM [39], NIH [86], SZ [39], de-

tails in supplemental material). Ours as well

as the semi-supervised methods use addi-

tional 108k unlabeled data samples.

Trained with 40 labeled data samples Trained with 200 labeled data samples Trained with 2000 labeled data samples

Method ISIC PH2 IS Quest ISIC PH2 IS Quest ISIC PH2 IS Quest

U-Net 0.4935 0.4973 0.3321 0.0921 0.6041 0.7082 0.4922 0.1916 0.6469 0.6761 0.5497 0.3278

DeepLab 0.5846 0.6794 0.5136 0.1816 0.6962 0.7617 0.6565 0.4664 0.7845 0.8080 0.7222 0.6457

MT 0.5200 0.5813 0.4283 0.1307 0.7052 0.7922 0.6330 0.4149 0.7741 0.8156 0.6611 0.5816

AdvSSL 0.5016 0.5275 0.5575 0.1741 0.6657 0.7492 0.6087 0.3281 0.7388 0.7351 0.6821 0.6178

GCT 0.4759 0.4781 0.5436 0.1611 0.6814 0.7536 0.6586 0.3109 0.7887 0.8248 0.7104 0.5681

Ours-NO 0.6987 0.7565 0.7083 0.5060 0.7517 0.8160 0.7150 0.6493 0.7855 0.8087 0.6876 0.6350

Ours 0.7144 0.7950 0.7350 0.5658 0.7555 0.8154 0.7388 0.6958 0.7890 0.8329 0.7436 0.6819

Table 2: Skin Lesion Segmentation.

Numbers are JC index. Here, ISIC [14] is

the in-domain data set, on which we train

and also evaluate. Additionally, we per-

form segmentation on three out-of-domain

datasets (PH2 [60], IS [25], Quest [25], de-

tails in supplemental material). Ours as well

as the semi-supervised methods use addi-

tional ≈33k unlabeled data samples.

Trained with 8 labeled examples Trained with 20 labeled examples Trained with 118 labeled examples

Method CT MRI T1-in MRI T1-out CT MRI T1-in MRI T1-out CT MRI T1-in MRI T1-out

U-Net 0.7610 0.2568 0.3293 0.8229 0.3428 0.2310 0.8680 0.4453 0.4177

Ours-NO 0.8036 0.4811 0.5135 0.8462 0.5538 0.4511 0.8603 0.5055 0.5633

Ours 0.8747 0.5565 0.5678 0.8961 0.4989 0.4575 0.9169 0.5097 0.5243

Table 3: CT-MRI Transfer Liver Seg-

mentation. Numbers are DICE per patient.

Here, CT is the in-domain data set. We eval-

uate on unseen MRI data [46] for liver seg-

mentation task. Ours uses additional 70 vol-

umes from LITS2017 [9] testing set as un-

labeled data samples.
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Figure 5: Chest X-ray Segmentation. Qualitative examples for both

in-domain and out-of-domain datasets.
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Figure 6: Face Parts Segmentation. Qualitative examples for both in-

domain and out-of-domain datasets.

# Train labels: 30 # Train labels: 150 # Train labels: 1500

Method In MetFaces In MetFaces In MetFaces

U-Net 0.5764 0.2803 0.6880 0.2803 0.7231 0.4086

DeepLab 0.5554 0.4262 0.6591 0.4988 0.7444 0.5661

MT 0.1082 0.1415 0.5857 0.4305 0.7094 0.5132

AdvSSL 0.5142 0.4026 0.6846 0.5029 0.7787 0.5995

GCT 0.3694 0.3038 0.6403 0.4749 0.7660 0.5977

Ours-NO 0.6473 0.5506 0.7016 0.5643 0.7123 0.5749

Ours 0.6902 0.5883 0.7600 0.6336 0.7810 0.6633

Table 4: Face Part Segmentation. Numbers are mIoU. We train on

CelebA and evaluate on CelebA as well as the MetFaces dataset. “# Train

labels” denotes the number of annotated examples used during training.

Our model as well as the semi-supervised baselines additionally use 28k

unlabeled CelebA data samples.

of-domain examples, a feat that hasn’t been demonstrated

before, to the best of our knowledge.

CT-MRI Transfer. Having observed that our model
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Figure 7: Skin Lesion Segmentation. Qualitative examples for both

in-domain and out-of-domain datasets.

demonstrates very strong generalization properties in the

visual domain, we explore an additional far-out-of-domain

problem in medical image analysis: We train our segmenta-
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Figure 8: Extreme Out-Of-Domain Segmentation. Results on images with a large visual gap to CelebA, on which our model was trained.

Unlabeled

3K 10K 28K

L
ab

el
ed 30 0.6786 0.6845 0.6902

150 0.7046 0.7438 0.7600

1500 0.7566 0.7710 0.7810

Unlabeled

3K 10K 28K
L

ab
el

ed 30 0.5410 0.5799 0.5883

150 0.5871 0.6152 0.6336

1500 0.6011 0.6204 0.6633

(a) CelebA-Mask (In-Domain) (b) MetFaces-40 (Out-Domain)

Table 5: Ablation Study on Number of Labeled vs Unlabeled Exam-

ples. Numbers are mIoU. Entries marked with red or blue color roughly

correspond to each other, i.e. 30 labeled and 28k unlabeled results in simi-

lar performance as 150 labeled and 3k unlabeled examples.

tion method on CT images and evaluate on MR images for

liver segmentation. Our results in Table 3 demonstrate that

our model outperforms the chosen supervised baselines on

this very challenging out-of-domain segmentation task by a

large margin. Details about this additional experiment are

in the supplemental material.

We attribute our model’s strong generalization perfor-

mance in the semi-supervised setting to its design as a fully

generative model. Our experimental results validate our as-

sumptions and motivations discussed in Sec. 3.1. We also

find that we generally obtain better results when refining an

image’s inferred embedding via optimization, as described

in Sec. 3.5, instead of directly using the encoder prediction.

4.3. Value of Data & Training with Generated Data

We conduct an ablation study on the amount of unlabeled

and labeled data used in our method. Traditionally, labeled

data is considered more valuable than unlabeled data but

there is no clear understanding of how many unlabeled data

points boost performance as much as a labeled data sam-

ple. We measure the value of data in terms of segmentation

performance (mIoU). In Table 5, we report performance for

different amounts of labeled and unlabeled data used dur-

ing training. Interestingly, we observe that the performance

with 1500 labeled and 3K unlabeled data is almost equiva-

lent to 150 labeled and 28K unlabeled data samples.

Simulation is often used to directly generate annotated

synthetic data, reducing the need for expensive manual la-

belling. However, it is unclear to which degree synthetic

data is useful for downstream tasks, due to the domain gap

between simulated and real data. We conduct another exper-

iment to evaluate the value of synthetic labeled data. Since

our method models the joint image-label distribution, we

can also use our model to generate a large amount of syn-

thetic but annotated images. These can then be used to train

a regular segmentation network in a fully-supervised, dis-

criminative manner. Specifically, we sample 20k synthetic

Dataset

Method CelebA MetFaces

DeepLab-real 0.6591 0.4988

Ours-sim-tru 0.6829 0.5137
Ours-mix-tru 0.7159 0.5498
Ours-sim-div 0.7051 0.5569
Ours-mix-div 0.7192 0.5656

Ours 0.7600 0.6336

Table 6: Synthesize Annotated Images to Train a Task Model vs Our

Method. Numbers are mIoU. DeepLab-real denotes supervised training

of a DeepLab model using 150 labeled real examples. Ours-sim denotes

training DeepLab using only the 20k synthetic dataset. Ours-mix means

training DeepLab using both the synthetic and 150 labeled real examples.

div denotes sampling without applying the truncation trick [44], which re-

sults in more diverse but less visually appealing images; tru means ap-

plying the truncation trick with factor of 0.7. Ours denotes performing

segmentation directly with our generative segmentation method.

face images and their pixel-wise labels, using two different

sampling strategies, and then train DeepLabV2 segmenta-

tion models with this data. Our results, presented in Ta-

ble 6, show that high quality synthetic data is useful for the

downstream task. We explored different strategies on how

to sample and use the data and find that they all beat the

baseline that was trained with real data only. However, this

approach is sensitive to the sampling strategy used to gen-

erate the data. Importantly, we also observe that directly

doing segmentation with the generative model, as proposed

in this paper, performs best by a large margin. However,

doing segmentation with the generative model requires test-

time optimization and is thus not suitable for real-time ap-

plications. Speed-ups are future work.

5. Conclusion

In this paper, we propose a fully generative approach to

semantic segmentation, based on StyleGAN2, that naturally

allows for semi-supervised training and shows very strong

generalization capabilities. We validate our method in the

medical domain, where annotation can be particularly ex-

pensive and where models need to transfer, for example,

between different imaging sensors. Quantitatively, we sig-

nificantly outperform available strong baselines in- as well

as out-of-domain. To showcase our method’s versatility, we

perform additional experiments on face part segmentation.

We find that our model generalizes to paintings, sculptures

and cartoons. Interestingly, it produces plausible segmen-

tations even on extreme-out-of-domain examples, such as

animal faces. We attribute the model’s remarkable general-

ization capabilities to its design as a fully generative model.
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