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Abstract

As a variant of standard convolution, a dilated convolu-

tion can control effective receptive fields and handle large

scale variance of objects without introducing additional

computational costs. To fully explore the potential of di-

lated convolution, we proposed a new type of dilated con-

volution (referred to as inception convolution), where the

convolution operations have independent dilation patterns

among different axes, channels and layers. To develop a

practical method for learning complex inception convolu-

tion based on the data, a simple but effective search algo-

rithm, referred to as efficient dilation optimization (EDO),

is developed. Based on statistical optimization, the EDO

method operates in a low-cost manner and is extremely fast

when it is applied on large scale datasets. Empirical results

validate that our method achieves consistent performance

gains for image recognition, object detection, instance seg-

mentation, human detection, and human pose estimation.

For instance, by simply replacing the 3 × 3 standard con-

volution in the ResNet-50 backbone with inception convolu-

tion, we significantly improve the AP of Faster R-CNN from

36.4% to 39.2% on MS COCO.

1. Introduction

As an important concept of convolution neural network,

the receptive field has been extensively studied. In [29],

Luo et al. showed that the intensity in each receptive field

roughly obeys a Gaussian distribution and only few pixels

around the central part of the receptive field can effectively

contribute to the response of the output neuron. Further-

more, in the previous works [23, 32], a more carefully de-

fined optimal receptive field (ORF) has been evaluated for

different tasks.

The requirement of the optimal receptive field is due to

the variance of the input image sizes or the scales of objects
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Figure 1. Inception convolution contains rich dilation patterns

along both spatial axes and channels in each convolution layer.

of interest. For instance, for image classification, the input

sizes tend to be small (e.g, 224 × 224), while for object de-

tection, the input sizes are much larger and the objects can

be from a large range of scales. Correspondingly, different

tasks would require different ERFs. The different require-

ments of ERFs from different tasks makes it necessary to

develop a general and practical optimization algorithm to

learn the optimal ERF for a specific task.

As discussed in [29], the dilation value of dilated con-

volution kernels is a highly effective hyper-parameter to

control the receptive field for different tasks. The work in

[23] proposed to assign different dilation values at different

stages of a CNN, which achieves consistent performance

improvements. Subsequently, NATS [32] divided a con-

volution operation into different groups with each having

independent dilation values. However, they apply the stan-

dard network architecture search methods in the relatively

coarse search spaces, which neglects the fine-grained inner

structure of dilated convolution. Therefore, in this work,

we focus on exploring the search problem in the dilation

domain to efficiently learn the optimal receptive field.

First of all, we would like to have a more flexible search

space when compared with [23]. Flexibility can make us

learn the optimal receptive field in order to better fit to dif-

ferent datasets. As shown in Figure 1, we propose a new

type of dilated convolution, called Inception Convolution,

which contains as much as possible dilation patterns. In the
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space of inception convolution, the dilation pattern along

each axis, each channel, and each convolution layer is in-

dependently defined. As a result, a dense range of possible

receptive fields are considered in our inception convolution.

For optimization, a direct solution is to use the exist-

ing works in neural architecture search (NAS), which en-

ables automatic search for the optimal combination of vari-

ous network operations. DARTS [27] and single path one-

shot [15] (SPOS) are two main families of efficient NAS

methods. DARTS trained a supernet, where discrete oper-

ation selection was relaxed to a continuous weighted sum

of the output from all candidate operations. After training,

in each block, the operation with the largest architecture

weight was chosen. SPOS randomly selected an operation

sequence (subnet) from a pre-trained supernet and the same

operation in different sequences share the same weights.

After training, SPOS selected the best operation sequence

via sampling and evaluation of multiple sequences with the

shared-weights.

However, both DARTS and SPOS are not suitable for

our huge search space. In DARTS, during training all opera-

tions in a block are applied to the input to make the architec-

ture weights aware of each operation’s importance, but the

number of dilation patterns for a convolution layer (block)

is large, i.e., 16 if each of the two axes has 4 choices. It

means DARTS requires 16 sequential calculations, thus it

has low GPU utility and huge computational costs. SPOS

samples the operation sequences during training. However,

in our search space, the number of dilation patterns even in a

single convolution layer is huge, i.e., (dmax)
2C , where C is

the number of channels and dmax is the maximum dilation

value. Due to the huge number of dilation patterns (paths),

it is an extremely difficult task for SPOS as well.

In this work, we propose a simple and efficient dilation

optimization algorithm (EDO). In EDO, each layer of the

supernet is a standard convolution operation whose kernel

covers all possible dilation patterns. After pre-training of

the supernet, we select the dilation pattern for each channel

in each convolution layer by solving a statistical optimiza-

tion problem. Specifically, for each layer, according to the

pre-trained weights, we minimize the L1 error between the

output of the original convolution layer and the output of the

learned dilated convolution layer with the selected dilation

pattern, based on which we can learn the optimal dilation

pattern for this layer.

EDO supports efficient channel-wise dilation pattern se-

lection over our complete dilation pattern search space.

When compared with the search based method in [15], the

search cost of our methods is very low. When compared

with the differentiable NAS methods [27, 3], EDO con-

verts sequential calculation related to different dilation pat-

terns into a parallel way, thus it has lower computation cost

and higher GPU utilization. Further, when compared with

SPOS, we do not need to design further mechanism to han-

dle the extremely large number of dilation patterns (paths).

Our contributions are three folds: 1) We propose a new

type of dilated convolution, referred to as inception convo-

lution, which can be readily combined with a large number

of backbones for various visual recognition tasks; 2) We

also propose a low-cost statistical optimization based net-

work architecture search algorithm EDO, which can effi-

ciently learn the optimal receptive field based on the data; 3)

Comprehensive experiments demonstrate that our learnt in-

ception convolution in combination with various backbones

generally achieves performance improvement for various

visual tasks without introducing any additional computa-

tional costs.

2. Related Work

2.1. Receptive Field

The Receptive Field is a crucial concept in Convolutional

Neural Networks (CNNs). Traditional CNNs [18, 37, 17]

stacked multiple convolutional layers to enhance the recep-

tive field. The inception networks [39, 40, 38] introduced

different size of filters, which are operated on the same level

to aggregate different receptive fields. Deformable convolu-

tion [10] predicted the sampling offsets with respect to the

preceding feature maps to adjust the receptive fields auto-

matically. Scale-Adaptive Convolutions [45] predicted lo-

cal flexible-sized dilations at each position to cover objects

of various sizes. However, these methods are unfriendly to

hardware optimization and thus cannot be used for real-time

applications.

Dilated (Atrous) convolution [43, 8] changes the recep-

tive field by performing convolution at sparsely sampled lo-

cations, which have been widely used in semantic segmen-

tation [7, 46] and object detection [22, 21, 31]. PSConv [19]

manually mixed up a spectrum of dilation rates in one con-

volution, which is shown to be sub-optimal in our exper-

iments. In this work, we aim at searching for efficient in-

ception convolution, which can be treated as a mixed dilated

convolution and it is also friendly to hardware optimization.

2.2. Neural Architecture Search
Neural architecture search has attracted increasing atten-

tion. Early NAS approaches [48, 49] are computationally

expensive due to the evaluation of each candidate. To re-

duce the searching costs, EcoNAS [47] proposed an EA-

based algorithm to improve searching efficiency. Recently,

One-shot NAS methods [1, 27, 3, 15, 2, 20, 14, 28] built

a direct acyclic graph G (a.k.a., supernet) to subsume all

architectures in the search space to further reduce the costs.

More relevant to our work, some NAS works were proposed

to search for dilated convolutions. NATS [32] employed the

DARTS method [27] to search for the dilated rate at the

group level in the CNN backbone. CRNAS [23] searched
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Figure 2. An overview of our EDO algorithm. ResNet50 (R50) is taken as an example. Firstly, for the convolution layers in R50 with the

kernel size of 3×3, we change the kernel size to (2dmax+1)× (2dmax+1), where we set dmax = 2 in this figure, namely the kernel size

of the supernet is 5 × 5. Secondly, we select the optimal dilation pattern with the best representation ability, which leads to the minimum

representation error E (see Section 3.2 for more details). For one channel, dilation (2,1) with E = 3 is selected in this example. Finally, we

rearrange the filters so that the filters with the same dilation patterns are arranged together, which produce our Inception Convolution.

for different dilation rates for different building blocks by

using the SPOS method [15]. However, the search spaces

of the aforementioned methods are limited. Moreover, sim-

ply adopting existing searching method, like DARTS [27]

or SPOS [15] cannot work well for our search task as these

methods cannot handle the extremely large number of pos-

sible operations in a single convolution layer.

3. Methodology

3.1. Problem Formulation of Inception Convolution

To fully explore the flexibility of dilation, in our incep-

tion convolution we consider a complete dilation space. An

Inception Convolution has independent dilation values for

the two axes in each channel and is formally represented as

follows:

d ={(dix, d
i
y)|d

i
x ∈ {1, 2, .., dmax}, d

i
y ∈ {1, 2, .., dmax},

i ∈ {1, 2, ..., Cout}},
(1)

where dix and diy are the dilation values in x axis and y axis

of the filter at the i-th output channel, ranging from 1 to

dmax, and Cout denotes the number of output channels.

The total number of all possible dilation patterns in a sin-

gle inception convolution is (dmax)
2Cout . In this work, we

aim to develop an algorithm to efficiently learn the optimal

receptive field for different tasks by selecting the optimal d.

3.2. Solution

Recently, NAS evolves as an effective way to learn high-

performance network architectures in the specified search

spaces. DARTS and SPOS are two main-stream families of

NAS methods. However, as inception convolution contains

(dmax)
2 dilation patterns and (dmax)

2Cout candidates, both

DARTS and SPOS cannot be used for efficient search in the

huge search space.

Both works SPOS and DARTS show that the weights in

a pre-trained supernet are informative to guide the selection

operation. In this work, we follow this idea and formulate

a statistical optimization problem to select the optimal dila-

tion patterns based on the corresponding weights in a pre-

trained supernet. Our optimization algorithm, EDO, is sim-

ple, effective, and efficient. The pipeline of our proposed

method is shown in Figure 2.

Supernet. Given a network architecture, we construct a

supernet and then we keep the architecture unchanged but
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change the kernel sizes to cover all candidate dilation pat-

terns. Formally, for a convolution layer in the supernet with

the kernel size of 2k+1, we replace it with the convolution

kernel with the size of 2kdmax + 1, which is the maximum

width and height for all candidate dilation patterns. Note

that the supernet is pre-trained for each given task.

Statistical Optimization. For each convolution layer

with the weights W , we define W
i as the weights of the

i-th convolutional filter in our supernet, and denote d as the

set of {(dix, d
i
y)|

Cout

i=1 } where dix and diy represent the sam-

pled positions from the i-th channel. Based on dix and diy ,

we can generate W̃
i

di
x,d

i
y
, in which the sampled positions

are filled with the corresponding values from W
i while

the unsampled positions are filled with zeros. We stack

W̃
i

di
x,d

i
y

along the output channel dimension and produce

W̃ d. Note the dimensions of W and W̃ d are the same

(i.e., W , W̃ d ∈ R
Cout×Cin×(2kdmax+1)×(2kdmax+1)) and

the dimensions of W i and W̃
i

di
x,d

i
y

are also the same (i.e.,

W
i, W̃

i

di
x,d

i
y
∈ R

Cin×(2kdmax+1)×(2kdmax+1)), where Cin

and Cout are the numbers of input and output channels. We

formulate the dilation pattern selection task as an optimiza-

tion problem, where the L1 error between the expectation

of the output from the pre-trained weights W and the ex-

pectation of the output from the sampled dilation weights

W̃ d is minimized. Formally, we arrive at:

min
d

‖E[W ∗X]− E[W̃ d ∗X]‖1,

s.t. dix ∈ {1, ..., dmax}, d
i
y ∈ {1, ..., dmax},

(2)

where X ∈ R
B×Cin×H×W is the input of this convolution

layer with the batch size of B, the number of input channels

Cin, the height H and the width W . We use ∗ to denote the

convolution operator, and E is the expectation operator. As

W and W̃ d are independent of X , the objective function

in Eq. (2) is further expressed as follows:

‖E[W ∗X]− E[W̃ d ∗X]‖1

= ‖W ∗ E[X]− W̃ d ∗ E[X]‖1,

= ‖(W − W̃ d) ∗ E[X]‖1.

(3)

In the above optimization problem, we assume that, after

batch normalization, the mean feature value does not vary

too much across different positions of X , which means that

E[X] has almost the same value among all positions. As-

suming the mean value is α, then we propose to solve an

alternative optimization problem as follows:

min
d

Cout∑

i=1

α‖(W i − W̃
i

di
x,d

i
y
) ∗ 1‖1, (4)

where 1 is an all-ones matrix with the same dimension as

X , and α is a constant scalar which can be omitted in opti-

mization. Based on Eq. (4), the optimal d of each convolu-

tion layer can be easily solved, by independently traversing

all dilation patterns (dix, d
i
y) for each filter W i with little

cost.

3.3. Discussion

Relationship with DARTS. An intuitive application of

DARTS to our inception convolution is introduced in [32].

In DARTS, (dmax)
2 operations are calculated sequentially,

while our EDO algorithm can calculate the (dmax)
2 op-

erations in parallel. Besides, the total cost of DARTS is

Cin × Cout × (2k + 1)2 × (dmax)
2, but the total cost of

our EDO is Cin ×Cout × (2kdmax +1)2. For most CNNs,

where k is usually 1, Cin × Cout × (2kdmax + 1)2 is only

56% of Cin×Cout×(2k+1)2×(dmax)
2 when dmax equals

to 4. Therefore, EDO is more efficient than DARTS.

Additionally, as shown in [44], DARTS degenerates into

random sampling in some cases because the principal eigen-

value of the Hessian matrix of the architecture parameters

appears large. However, we directly define the statistical

optimization problem over the pre-trained network weights

rather than introducing the architecture parameters, which

is more robust than DARTS.

Relationship with NATS and CRNAS. While NATS

and CRNAS also considers the search space for searching

flexible dilation patterns, it is less complete when compared

with our inception convolution. CRNAS searches the dila-

tion patterns independently at each stage, thus it is based

on SPOS. NATS divides a convolution into the groups and

search among a few dilation patterns (usually 5 patterns)

for each group with DARTS. In contrast, our inception con-

volution is channel-wise and contains all dilation patterns

within the max dilation value dmax.

4. Experiments

4.1. Image Recognition

4.1.1 Dataset and implementation details

For image recognition, we evaluate our method on the Ima-

geNet dataset [34] with 1.28M training images and 50k val-

idation images. We first train our supernet with the largest

kernel size (i.e., 9) and follow the standard training proce-

dure in [17]. More specifically, we use stochastic gradient

descent (SGD) as the optimizer with the momentum of 0.9

and the weight decay of 0.0001. The supernet is trained for

100 epochs with the batch size of 1024 without any trick.

We adopt the cosine learning rate scheduler with the initial

learning rate of 0.4. Then we perform EDO to obtain the

best inception convolutions, as described in Section 3. The

resultant IC-Net is retrained by using the same procedure as
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the supernet training process. Below, each method in com-

bination with our inception convolution is also referred to

as “IC-X” (e.g. “IC-ResNet18”).

4.1.2 Experimental results

We search inception convolution based on various types of

networks, from MobileNetV2 [35] to ResNeXt [42]. As

shown in Table 1, our inception convolution consistently

boosts the performance on ImageNet. In terms of top-1

accuracy, IC-ResNet18 and IC-ResNet50 outperform the

baselines by 1.07% and 1.11%, respectively. Our inception

convolution is also compatible with other networks consist-

ing of depth-wise convolution or group convolution. For

instance, in terms of top-1 accuracy, inception convolu-

tion leads to 1.21% and 0.62% gain on MobileNetV2 and

ResNeXt101, respectively.

Table 1. Top-1/top-5 accuracy (%) comparison on the ImageNet

validation set. All the methods are compared under the sin-

gle center crop evaluation setting. The baseline results are re-

implemented by ourselves based on the same code as our IC-

Net.

Network Architectures Conv Types Top-1/5 Acc.(%)

MobileNetV2 [35]
Standard 70.71 / 89.81

IC-Conv 71.92 / 90.54

ResNet18 [17]
Standard 70.67 / 89.74

IC-Conv 71.74 / 90.91

ResNet50 [17]
Standard 76.19 / 92.93

IC-Conv 77.30 / 93.58

ResNeXt101 (32x4d) [42]
Standard 78.71 / 94.20

IC-Conv 79.33 / 94.74

4.2. Object Detection

4.2.1 Dataset and implementation details

In the following experiments, unless otherwise stated,

we will only replace the standard convolutions with our

searched inception convolutions in the backbone. For ob-

ject detection, we use MS COCO 2017 [26] for the experi-

ments. The dataset is challenging due to the huge variation

of object scales and a large number of objects per image.

The supernet with the largest kernel size (i.e., 9) is used

as the pre-trained model to generate the inception convo-

lutions. For detector training, we use stochastic gradient

descent (SGD) as the optimizer with the momentum of 0.9

and the weight decay of 0.0001. The model is trained for 13

epochs, known as 1× schedule [13]. We use the multi-GPU

training strategy over eight 1080TI GPUs with a total batch

size of 16. The initial learning rate is 0.00125 per image and

is divided by 10 at the 8th and the 11th epochs. Warm-up is

adopted for both baselines and our method.

4.2.2 Experimental results

Our searched inception convolution has great potential to

be combined with various detectors, such as Faster R-

CNN [33] and Cascade R-CNN [4]. The same type of de-

tectors is trained by using exactly the same 1× training pro-

cedure [13]. We replace all the 3 × 3 convolutions in the

pre-trained backbone network by our inception convolution,

while the convolutions in the FPN neck are kept as the stan-

dard convolutions. As shown in Table 3, our searched in-

ception convolution boosts the performance of an extensive

range of backbones on COCO. For Faster R-CNN [33, 24]

with FPN, our backbones of IC-ResNet50, IC-ResNet101,

and IC-ResNeXt101-32x4d outperform the baseline back-

bones of ResNet50, ResNet101, and ResNeXt101-32x4d by

large margins of 2.5%, 3.1% and 1.6% respectively. Our

inception convolution is especially effective for large ob-

jects (4.1%, 4.1% and 2.4% improvement in terms of APL),

possibly due to the large receptive field provided by dila-

tion pattern search. For a more powerful method, Cas-

cade R-CNN [4] with FPN, our method is also effective.

Our backbone IC-ResNeXt101-32x4d achieves the AP of

45.7%, which is 1.3% higher than the baseline backbone.

4.2.3 Results from/on different detectors/datasets

Table 2. Results (AP%) of different detectors when using the stan-

dard convolution and our inception convolution on the COCO

2017 validation set. For all detectors, we achieve consistent per-

formance improvements. For DETR, due to limited computational

resources, we use the officially released training scripts with 150

epochs rather than the one with 500 epochs in the original work.

Detector Backbone Conv Type AP

Faster R-CNN (C4) [33] ResNet50
Standard 35.0

IC-Conv 38.5(+3.5)

RetinaNet [25] ResNet50
Standard 36.0

IC-Conv 37.9(+1.9)

DETR [6] ResNet50
Standard 39.7

IC-Conv 40.7(+1.0)

FCOS [41] ResNet50
Standard 37.2

IC-Conv 38.8(+1.6)

Faster R-CNN (NAS-FPN) [12] ResNet50
Standard 40.2

IC-Conv 41.1(+0.9)

Different detectors. We transfer our searched inception

convolution to more types of detectors, including the one-

stage detector RetinaNet [25], the anchor box free detector

FCOS [41], NAS-FPN [12], and the transformer based de-

tector DETR [6]. The experimental results on COCO are

reported in Table 2. Equipped with our inception convolu-

tion, the average AP gain for the five detectors is 1.8% on

COCO without additional FLOPs cost. In particular, our in-

ception convolution is compatible with the new transformer

based detector DETR. In combination with our inception

convolution, DETR can achieve the AP of 40.7% on COCO,

which is 1.0% higher than the vanilla DETR method.
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Table 3. Detection performance (AP%) of different backbones when using the standard convolution and our inception convolution on the

COCO 2017 validation set.

Detector Backbone Conv Type AP AP50 AP75 APS APM APL

Faster R-CNN [33]

ResNet50
Standard 36.4 58.6 39.2 21.7 40.2 46.4

IC-Conv 38.9(+2.5) 61.6 41.8 22.9 42.3 50.5

ResNet101
Standard 38.8 60.9 42.1 22.6 42.9 50.5

IC-Conv 41.9(+3.1) 64.2 45.3 25.5 45.8 54.6

ResNeXt101-32x4d
Standard 40.5 63.1 44.4 24.9 44.8 52.0

IC-Conv 42.1(+1.6) 64.7 45.7 25.5 46.1 54.4

Cascade R-CNN [4]

ResNet50
Standard 40.5 59.2 44.0 22.5 43.9 53.6

IC-Conv 42.4(+1.9) 62.0 46.0 25.2 45.9 56.0

ResNet101
Standard 42.6 60.9 46.2 23.8 46.2 56.9

IC-Conv 45.0(+2.4) 64.8 48.7 26.9 49.0 59.6

ResNeXt101-32x4d
Standard 44.4 63.6 48.5 25.8 48.5 58.1

IC-Conv 45.7(+1.3) 65.5 49.7 27.1 49.8 59.8

Different datasets. We also directly evaluate our

searched inception convolution on another object detection

dataset VOC [11] by using the RFCN framework [9].

As shown in Table 4, in terms of AP50, our backbones

IC-ResNet50 and IC-ResNet101 achieve the improvements

by 1.94% and 1.59%, when compared with the baseline

backbones.

Table 4. Detection performance (AP50%) on VOC test2007 by us-

ing the RFCN framework with the standard convolution and our

inception convolution in the backbones ResNet50 and ResNet101.

ResNet50 IC-ResNet50 ResNet101 IC-ResNet101

79.66 81.60 81.36 82.95

4.3. Instance Segmentation

4.3.1 Dataset and implementation details

We further search for the dilation patterns for the instance

segmentation task by using the Mask R-CNN [16] frame-

work on the MS COCO [26] dataset. The supernet with

the kernel size of 9 is also used as the pre-trained model

to generate the inception convolutions. For Mask R-CNN

training, we use the same training configurations as in Sec-

tion 4.2.1.

4.3.2 Experimental results

We search for the dilation patterns based on Mask R-

CNN [16] and transfer it to Cascade Mask R-CNN [5]. As

shown in Table 6, our searched inception convolution con-

sistently boosts the instance segmentation accuracy. For

Mask R-CNN with FPN, in terms of box AP, our backbones

of IC-ResNet50, IC-ResNet101 and IC-ResNeXt101-32x4d

outperform the baseline backbones by 2.8%, 2.8% and 2.0%

respectively. In particular, for the stronger Cascade Mask

R-CNN with FPN, our backbone of IC-ResNeXt101-32x4d

can further improve the box AP of the baseline backbone by

1.5%.

4.4. Comparison with other dilation search methods

According to the results available in other works, we

choose Faster R-CNN and Mask R-CNN as two examples

for comparison. In Table 5, we compare our method with

POD [31], NATS [32], PSConv2 [19] and CRNAS [23].

Remarkably, our method achieves better performance than

all the other baseline methods when using different back-

bones and detectors. We have a larger channel-wise search

space and we also propose a more efficient search algo-

rithm, which leads to the improved detection accuracy.

Table 5. Comparison (AP%) between our inception convolution

search method with other dilation search methods on the COCO

2017 validation set. The results in the column “Standard Conv”

are copied from their original works. These results are compara-

ble, which shows that we do not use any implementation trick.

R50, R101 and X101-32x4d denote ResNet50, ResNet101 and

ResNeXt101-32x4d, respectively.

Method Backbone Conv type Standard Conv Searched Conv

Faster R-CNN [33]

R50

POD 36.2 37.9

NATS 36.4 38.4

PSConv 36.4 38.4

CRNAS 36.4 38.3

Ours 36.4 38.9

R101

POD 38.6 40.1

NATS 38.6 40.4

PSConv 38.5 40.9

CRNAS 38.6 40.2

Ours 38.8 41.9

X101-32x4d

NATS 40.5 41.6

CRNAS 40.6 41.5

PSConv 40.1 41.3

Ours 40.5 42.1

Mask R-CNN [16]

R50

NATS 37.5 39.3

PSConv 37.3 39.4

CRNAS 37.6 39.1

Ours 37.2 40.0

R101

PSConv 39.4 41.6

CRNAS 39.7 41.5

Ours 39.8 42.6

X101-32x4d
PSConv 41.1 42.4

Ours 41.4 43.4

2Dilation patterns in PSConv are not searched but specifically designed.
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Table 6. Detection and instance segmentation results of Mask R-CNN and Cascade Mask R-CNN on the COCO 2017 validation set. Box

AP (%) and mask AP (%) of the bounding boxes and the segmentation results are reported, respectively. R50, R101 and X101-32x4d

denote ResNet50, ResNet101 and ResNeXt101-32x4d, respectively.

Detector Backbone Conv Type
Box AP Mask AP

AP AP50 AP75 APS APM APL AP AP50 AP75 APS APM APL

Mask R-CNN [16]

R50
Standard 37.2 59.0 40.1 22.3 41.2 47.7 33.8 55.7 35.8 17.9 37.6 45.9

IC-Conv 40.0(+2.8) 62.1 43.1 23.5 43.7 52.1 35.9(+1.9) 58.4 37.9 18.9 39.5 49.5

R101
Standard 39.8 61.8 43.5 23.2 43.9 51.9 35.6 58.1 38.1 18.4 39.5 49.0

IC-Conv 42.6(+2.8) 64.6 46.4 25.6 46.6 55.4 37.9(+2.3) 61.2 40.3 20.5 41.7 52.0

X101-32x4d
Standard 41.4 63.6 45.2 24.6 45.9 53.2 37.1 60.1 39.6 19.4 41.3 50.9

IC-Conv 43.4(+2.0) 65.7 47.4 27.2 47.2 56.3 38.4(+1.3) 62.1 40.4 21.3 42.0 53.0

Cascade Mask R-CNN [5]

R50
Standard 41.2 59.7 44.8 23.4 44.6 54.7 35.0 56.5 37.4 18.0 38.3 48.5

IC-Conv 43.4(+2.2) 62.5 47.0 25.3 47.1 57.1 36.8(+1.8) 59.2 39.2 19.4 40.1 50.8

R101
Standard 43.1 61.9 46.8 24.8 47.0 56.7 37.0 59.0 39.6 19.0 40.7 50.8

IC-Conv 45.7(+2.6) 65.2 49.8 26.8 49.6 61.0 38.7(+1.7) 61.9 41.3 20.5 42.2 53.9

X101-32x4d
Standard 44.9 64.1 48.9 26.1 48.3 59.4 37.9 60.6 40.6 20.0 41.2 52.6

IC-Conv 46.4(+1.5) 66.0 50.5 27.1 50.3 61.0 39.1(+1.2) 62.6 41.6 20.6 42.7 53.7

4.5. Crowd Human Detection

In crowd scenarios, different people have large variations

in terms of poses and scales. An optimal receptive field need

to be learned for correctly perceiving neighboring features.

We use the CrowdHuman [36] dataset, which contains

15K images for training. Faster R-CNN with ResNet50 is

adopted as the framework and the supernet kernel size is

also 9. We use SGD as the optimizer with the momentum

of 0.9 and the weight decay of 0.0001. The model is trained

for 20 epochs and the learning rate is divided by 10 at the

10th and the 15th epochs. As shown in Table 7, on Crowd-

Human, our backbone using inception convolution also out-

performs the baseline backbone using the standard convolu-

tion by 0.8 % in terms of MR−2. Note MR−2 is the most

important metric on CrowdHuman and the results demon-

strate the generalization capability of our inception convo-

lution for different detection tasks.
Table 7. Detection performance of Faster R-CNN (C4) on Crowd-

Human when using ResNet50 as the backbone together with the

standard convolution and our inception convolution. MR
−2 is the

most critical indicator, in which lower value indicates better result.

Conv Type Recall AP MR−2

Standard 79.29 75.61 59.60

IC-Conv 79.32 75.68 58.82

4.6. Human Pose Estimation

Human pose estimation aims to locate keypoints or parts

of human (e.g. elbow, wrist, etc). To fully validate the ef-

fectiveness of our inception convolution, we choose a more

difficult multi-person pose estimation problem, where all

the human parts in an image should be detected and the key-

points of the same person should be associated.

Dataset and implementation details. We train our

model on the COCO train2017 dataset and evaluate our

approach on the val2017 dataset. The supernet with the

largest kernel size of 13 is used for searching the inception

convolutions. Following the setting in MMPose (https:

//github.com/open-mmlab/mmpose), we adopt

associative embedding [30] for bottom-up human pose es-

timation and use the Adam optimizer. The initial learning

rate is set as 1e−3, and then drops to 1e−4 and 1e−5 at

the 200th and the 260th epochs, respectively. The training

process is terminated within 300 epochs.

Experimental results. In Table 8, we report the results

of our inception convolution and standard convolution for

the same input size (i.e., 640x640). Our backbones using in-

ception convolution is more than 7% higher than the base-

line backbones using the standard convolution in terms of

AP, which is a significant improvement.

4.7. Analysis of Our Design

4.7.1 Inception convolution and our EDO design

In this section, we take Faster R-CNN [33] with FPN as

an example to validate the effectiveness of both inception

convolution and EDO.

Enlarging the kernel size versus using inception con-

volution. ResNet50 is the vanilla ResNet method. In

ResNet50 k9, we replace the 3×3 convolution operation in

ResNet50 with the 9×9 convolution operation as our super-

net also uses the kernel size of 9. In IC-ResNet50 1d, we

use the same dilation rate for both horizontal and vertical

directions, thus we only have 1-dimensional freedom of di-

lation values. As shown in Table 9, based on the simplified

1-dimensional choice of dilation values, IC-ResNet50 1d

achieves a higher AP on COCO than the alternative method

ResNet50 k9. It indicates that our inception convolution

can well capture the optimal receptive field for each chan-

nel. On the other hand, our complete method IC-ResNet50

enables searching for the optimal dilation values along both

horizontal and vertical directions and thus outperforms IC-

ResNet50 1d as that searches for the optimal dilation pat-

terns only along one direction.

Searching Inception Convolution per layer or per

channel. In IC-ResNet50 sl, we keep the dilation values
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Table 8. Comparison between inception convolution and standard convolution for pose estimation on the COCO 2017 validation set.

Method Backbone Input Size Conv Type AP AP50 AP75 APM APL AR

Associative

Embedding [30]

w/o multi-scale test setting

ResNet50 640x640
Standard 51.0 78.3 52.3 50.0 52.0 59.3

IC-Conv 62.2(+11.2) 84.6 67.8 55.2 72.2 67.5

ResNet101 640x640
Standard 55.5 80.8 58.2 52.2 60.0 62.7

IC-Conv 63.3(+7.8) 85.8 69.4 55.9 74.0 68.3

w/ multi-scale test setting

ResNet50 640x640
Standard 55.8 81.0 58.1 56.3 55.3 63.8

IC-Conv 65.8(+10.0) 85.9 71.3 60.3 73.9 70.7

ResNet101 640x640
Standard 60.2 83.8 63.3 58.7 62.4 67.2

IC-Conv 68.5(+8.3) 87.9 74.2 63.6 75.7 73.0

Table 9. Detection performance (AP%) of ResNet50, our method

and different variants of our method on the COCO 2017 validation

set.

Method AP (%)

ResNet50 36.4

ResNet50 k9 38.1

IC-ResNet50 1d 38.3

IC-ResNet50 sl 37.8

IC-ResNet50(Ours) 38.9

the same across all channels in each convolution layer. Our

complete method IC-ResNet50 searches for the optimal di-

lation value for each channel, and it performs better than

the alternative method IC-ResNet50 sl that only conducts

searching per layer.

4.7.2 Convolution kernel sizes of the supernet

Larger kernel size introduces more dilation combination but

brings more computation complexity in the retraining pro-

cess of the supernet. In this section, we investigate the influ-

ence of the kernel size. We conduct all the detection exper-

iments on COCO. As shown in Figure 3, when the kernel

size grows from 3x3 to 13x13, the AP grows consistently.

The result indicates that our method has great potential. By

simply increasing the kernel size of the supernet from 9x9

to 13x13, higher gains can be achieved. By default, we set

the kernel size as 9x9 because it is a good trade-off between

accuracy and training time.

4.7.3 Searching head/neck of the detector

By default, we only search the optimal dilation patterns for

the backbone part of the detector in Section 4.2. Here we

further extend our method to search the head and neck parts

of the detector. Specifically, we search all the 3×3 convolu-

tion in FPN [24] and RPN [33]. The results in Table 10

show that searching the dilation patterns for the head or

neck part of the detector also leads to some improvement,

though the improvement is less significant when compared

3x3 5x5 7x7 9x9 11x11 13x13
Supernet kernel size

36.5

37.0

37.5

38.0

38.5

39.0

39.5

 A
P(

%
)

36.4

38.1

38.5

38.9
39.1 39.2

Figure 3. Detection performance (%) of our method when using

different supernet kernel sizes on the COCO 2017 validation set.

Table 10. Searching different parts of the detector on the COCO

2017 validation set, in which we use Faster R-CNN with ResNet50

as the baseline.

Backbone FPN [24] RPN [33] AP (%)

X 38.9

X X 39.0

X X X 39.2

with the improvement for the backbone.

5. Conclusion

In this work, we have proposed inception convolution,

which is obtained by searching channel-wise dilation pat-

terns through Efficient Dilation Optimization (EDO). IC-

Conv can effectively decide the optimal receptive field in

a convolution operation and aggregate the information in-

duced by the receptive field at multiple scales. Our IC-

Conv generalizes well for a large range of tasks and can

be plugged into arbitrary CNN architectures.
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