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Abstract

Semi-supervised generative learning (SSGL) makes use of unlabeled data to achieve a trade-off between the data collection/annotation effort and generation performance, when adequate labeled data are not available. Learning precise class semantics is crucial for class-conditional image synthesis with limited supervision. Toward this end, we propose a semi-supervised Generative Adversarial Network with a Mask-Embedded Discriminator, which is referred to as MED-GAN. By incorporating a mask embedding module, the discriminator features are associated with spatial information, such that the focus of the discriminator can be limited in the specified regions when distinguishing between real and synthesized images. A generator is enforced to synthesize the instances holding more precise class semantics in order to deceive the enhanced discriminator. Also benefiting from mask embedding, region-based semantic regularization is imposed on the discriminator feature space, and the degree of separation between real and fake classes and among object categories can thus be increased. This eventually improves class-conditional distribution matching between real and synthesized data. In the experiments, the superior performance of MED-GAN demonstrates the effectiveness of mask embedding and associated regularizers in facilitating SSGL.

1. Introduction

Generative adversarial networks (GANs)\textsuperscript{11} have made great progress in high-fidelity image synthesis\textsuperscript{4,14,15,16}. To better capture class semantics, class-conditional GANs are developed to synthesize diverse instances to match the underlying class-conditional distribution of real data\textsuperscript{26,30,27,10}. For many scenarios of real-world applications, accurate and sufficient labeled data are expensive to obtain, since the collection process typically needs expertise. The difficulty of acquiring labeled data has motivated the research on semi-supervised generative learning, which addresses a challenging task: how to train a reliable generative model for the case where there are a limited amount of labeled data together with a large amount of unlabeled data.

To improve class-conditional image synthesis in the semi-supervised setting, a number of techniques have been explored for enhancement on generators/discriminators. Wu et al.\textsuperscript{43} performed class-wise mean feature matching between synthesized and real data in a classifier feature space. In\textsuperscript{24}, real and fake images of each class were randomly mixed through regional replacement. The resulting images were used to regularize a discriminator. However, a class-conditional discriminator always tends to learn the most discriminative features. As shown in Figure 1, it focuses on the regions which are not necessarily important, especially for the case of limited supervision. This may de-
grade the generation performance of the class-conditional generator. In this work, we will explore how to induce a discriminator to distinguish between real and synthesized data from a local point of view. By reducing the dependence of the discriminator on the background, the generator may focus more on the synthesis of class semantics-related content.

More specifically, we propose a semi-supervised Generative Adversarial Network with a Mask-Embedded Discriminator (MED-GAN) for facilitating class-conditional image synthesis. Figure 2 illustrates the structure of MED-GAN. Considering the effectiveness of random regional replacement in constructing complex images, we adopt this strategy to combine real and synthesized data. As for training the discriminator, there is a lack of guideline on how to assign source (real/fake) labels to the resulting instances. To bypass this issue, we incorporate a mask embedding module in the discriminator, such that the mask of regional replacement can be embedded into the discriminator feature space. This module aims to associate spatial information with the corresponding features, and the discriminator thus applies more attention on the specified region. Further, we adopt a region-based consistent and contrastive regularization approach to regularize the discriminator feature space. By imposing separation between real and fake classes and among object categories, the generator needs to improve synthesis quality, while at the same time learn more precise class semantics in order to deceive the enhanced discriminator. Extensive validation experiments verify that the adopted techniques are effective for significantly improving synthesis quality in terms of Fréchet Inception Distance (FID) [13]. Moreover, MED-GAN is able to consistently outperform the previous state-of-the-art semi-supervised GANs on multiple standard benchmarks.

Main contributions. We summarize the main contributions of this work as follows: (1) To induce a generator to focus more on synthesizing class semantics-related content, we first enhance a discriminator by incorporating a mask embedding module, which learns to associate spatial information with the corresponding discriminator features. (2) Also based on mask embedding, we construct region-based regularizers to impose class separation on the discriminator feature space, which facilitates class-conditional distribution matching. (3) We judiciously design the optimization formulation of the constituent networks. A classifier is jointly trained with the generator and discriminator, such that they can mutually reinforce each other for capturing more precise class semantics. (4) In addition to semi-supervised generative learning, we apply the developed techniques to the fully-supervised case where the generation performance of a BigGAN can also be significantly improved, which indicates the applicability of our techniques to generic class-conditional GANs.

2. Related Work

2.1. Semi-Supervised Image Classification

There are a variety of techniques developed for image classification in the semi-supervised setting. To encourage high-confidence predictions, a widely used strategy is to minimize the entropy of the posterior class probability distribution on unlabeled data [12]. To smooth the decision boundaries, this strategy is often combined with other consistency-based regularization approaches. In [28], Miyato et al. proposed a virtual adversarial training method to compute an adversarial perturbation which maximal-
ly changes the model’s predictions, while the model was trained to resist the perturbation at the same time. In addition, Park et al. [31] proposed a virtual adversarial dropout method to perturb the model’s parameters. Laine and Aila [21] proposed a Π-model, in which different stochastic transformations were applied to each instance, while requiring the corresponding predictions to be consistent. To exploit the similarities among unlabeled instances, Luo et al. [25] built a prediction-based graph, and regularized a model by minimizing the representation divergence of the neighbors in the graph. Incorporating an additional model is also an effective way to construct consistency-based regularization [32] [44] [17]. In [37], a ‘Mean Teacher’ model was proposed to jointly train a student network and a teacher network. These two networks were required to have consistent predictions on unlabeled instances. Also along this line, a correction module was incorporated to enhance the complementarity between constituent networks [44]. In [2], Athiwaratkun et al. proposed a stochastic weight averaging strategy to improve the generalization performance of the consistency-based methods. More recently, Berthelot et al. [3] adopted a MixUp method [46] [38] to linearly combine training images and corresponding class labels, and enforced a model to have linear predictions along the interpolation path. Verma et al. [39] combined the ‘Mean Teacher’ model with MixUp, such that the teacher network was able to provide more reliable pseudo labels when mixing unlabeled data.

2.2. Semi-Supervised Image Synthesis

Semi-supervised generative learning has exhibited the possibility of class-conditional high-fidelity image synthesis, conditioned on limited supervision [19] [6] [23]. A number of GAN-based methods have been developed for this task. Due to the lack of labeled data, a widely used strategy is to train a categorical discriminative network, which aims at distinguishing real data from fake data along with predicting the class labels of real data. Toward this end, Springenberg presented a categorical generative adversarial network (CatGAN) in [35]. The discriminator in CatGAN was required to produce high-confidence prediction of the class labels of real instances, while the predicted class probability distributions of the synthesized instances should be close to uniform. In [41], Wei et al. adopted the Wasserstein GAN (WGAN) [1] to stabilize the GAN’s training process. In [33], a variety of techniques were also explored to improve model stability and synthesis quality. Another effective strategy is to incorporate a classifier into the minimax game. Li et al. [22] proposed a Triple-GAN model, in which a classifier competed with a discriminator by estimating the class labels of unlabeled data as accurately as possible. To improve the class separability of synthesized data, Wu et al. [43] incorporated class-conditional distribution matching in Triple-GAN. Furthermore, Gan et al. [9] proposed a Triangle-GAN model, in which one more discriminator was used to identify two types of fake instance-label pairs: synthesized instances with specified labels and unlabeled instances with pseudo labels. To address the issue of imbalance between real and synthesized data, Liu et al. [24] applied random regional replacement [45] to construct between-class instances, and regularize the behaviors of the classifier and discriminator in Triangle-GAN. To assist image classification, in [5], a ‘bad’ generator was trained to synthesize the instances, which were located in the low-density regions in the classifier feature space, such that the synthesized data were complementary to the real data to a certain extent. To increase the class margin of synthesized data, Dong and Lin [7] proposed a MarginGAN model based on Triple-GAN. Unlike Triple-GAN, the generator competed with the classifier which was trained to minimize the class margin of the synthesized data.

**Differences from the existing works.** Although the random regional replacement method [45] was applied to image synthesis [34] [24], we adopt a fundamentally different approach to utilize the constructed data. (1) We incorporate a mask embedding module to enable a discriminator to discover local differences between real and synthesized images, which benefits the synthesis of class semantics-related content. (2) We further exploit mask embedding to construct effective regularizers to increase the degree of class separation in the discriminator feature space, which benefits class-conditional distribution matching. These two aspects distinguish MED-GAN from the existing semi-supervised GANs.

3. Preliminaries

Before describing MED-GAN in detail, we briefly introduce an image mixing method based on random regional replacement denoted by $T$. Let $x_i$ and $x_j$ denote paired images. To mix $x_i$ and $x_j$, a binary mask $m_\lambda$ of spatial resolution $H \times W$ is constructed by determining a rectangular region and setting the values of the elements in the region to 1, and those outside the region to 0, where the random variable $\lambda \sim \text{Beta}(\alpha, \beta)$ controls the location and size of the region. Specifically, the top-left corner $(u_0, v_0)$ of the region is randomly sampled on the image plane, and the bottom-right corner is positioned at $(u_0 + \sqrt{1 - \lambda}, v_0 + \sqrt{1 - \lambda})$. Next, the constructed image $\hat{x}_\lambda$ is represented as follows:

$$\hat{x}_\lambda = T(x_i, x_j, m_\lambda),$$

$$= m_\lambda \odot x_i + (1 - m_\lambda) \odot x_j,$$  \hspace{1cm} (1)

where $\odot$ denotes element-wise multiplication. $\hat{x}_\lambda$ is more complex than $x_i$ and $x_j$, and inferring its class label is thus challenging, especially in the case where the original images are from different classes. Regularizing the model’s
behavior on the constructed data is typically beneficial for the generalization performance.

4. Proposed Approach

4.1. Overview

In the semi-supervised setting, there are a limited amount of instance-label pairs \((x, y) \sim p_r\) and a large amount of unlabeled instances \(x_u \sim p_u\), where \(p_r\) and \(p_u\) denote the distributions of labeled and unlabeled data, respectively. The proposed framework aims to train a class-conditional generative model with the limited supervision, and the synthesized instances should be indistinguishable from real instances, while at the same time hold correct class semantics. Toward this end, our framework consists of three components: a generator \(G\), a discriminator \(D\), and a classifier \(C\). For class-conditional synthesis, \(G\) maps a random vector \(z\) together with a specified class label \(y_z\) to an instance \(x_z = G(z, y_z)\), where \(z\) is sampled from a prior distribution \(\psi_0\). On the other hand, \(D\) is trained to distinguish real pairs \((x, y)\) from the synthesized ones \((x_z, y_z)\). To exploit unlabeled data \(x_u\), \(C\) learns to produce pseudo labels \(\hat{y}_u\) as accurately as possible, and the resulting pairs \((x_u, \hat{y}_u)\) can be utilized as well as the labeled data.

To induce \(G\) to learn precise semantics of different object categories, \(D\) is enhanced by incorporating a mask embedding module \(A_{\text{mask}}\), such that it is able to apply more attention on the specified region. An important benefit is to fully exploit the constructed data via random regional replacement. We further regularize the discriminator feature space by incorporating region-based consistent and contrastive regularizers, which benefit class-conditional distribution matching between real and synthesized data. \(G\), \(D\), and \(C\) are jointly optimized in the proposed framework. With the enhancement on \(D\), \(G\) and \(C\) mutually reinforce each other during training. \(G\) learns class-conditional distributions with the help of the unlabeled data and pseudo labels estimated by \(C\), and \(C\) can in turn learn from \(G\) by using the synthesized instance-label pairs.

4.2. Enhancement on the Discriminator

4.2.1 Mask embedding

Let \(m\) denote a binary mask, in which the values of the elements in a rectangular region are 1, and those outside the region are 0. We can use \(m\) to encode the region that needs attention. To encourage the discriminator to apply more attention on the specified region, we modify the discriminator \(D\) by including an additional mask embedding module \(A_{\text{mask}}\) on top of the backbone denoted by \(D_f\), as depicted in Figure 2. \(A_{\text{mask}}\) is expected to offer insights on the important spatial regions when training \(D\). By inputting \(m\), \(A_{\text{mask}}\) embeds it into an intermediate feature space, and the resulting weight maps are represented by \(A_{\text{mask}}(m)\). We further use \(A_{\text{mask}}(m)\) to weight the intermediate feature maps as follows:

\[
\tilde{D}_f(x, m) = D_f(x) + A_{\text{mask}}(m) \odot D_f(x),
\]

where \(\tilde{D}_f(x, m)\) represents the mask-embedded features. Different from the attention-based methods [42] [47], \(A_{\text{mask}}\) aims to associate the discriminator features with the specified region. For identifying real and synthesized data of each class, we need another embedding module \(A_{\text{label}}\) to further embed class label at the last latent layer \(D_g\) as follows:

\[
\tilde{D}_g(x, m, y) = D_g(x) + A_{\text{label}}(y) \odot D_g(x).
\]

The resulting features \(\tilde{D}_g(x, m, y)\) are used to make a final decision.

**Discussion.** Mask embedding unlocks more effective approaches of utilizing the constructed images via random regional operation to regularize the discriminator. We can mix real and synthesized images as \(\hat{x}_{z, \lambda} = T(x, x_z, m_\lambda)\). For training \(D\), it is crucial to determine the source (real/fake) label and class label for \(\hat{x}_{z, \lambda}\), since \(\hat{x}_{z, \lambda}\) is composed of a real image and a synthesized image. Constructing a soft source label via linear combination conflicts with the discriminator’s role in the adversarial training process. In [24], \(x\) and \(x_z\) are required to have the same class label, and the source label of \(\hat{x}_{z, \lambda}\) is simply determined according to the ratio of the real image part. However, the case of the ratio\(\approx 0.5\) still confuses the discriminator. Empowered by mask embedding, we can bypass this issue, since the mixing mask \(m_\lambda\) can be utilized by our \(D\). Both the source and class labels of \(\hat{x}_{z, \lambda}\) are consistent with that of \(x\), and the training objective is to maximize \(D(\hat{x}_{z, \lambda}, m_\lambda, y)\), which denotes the probability of \(\hat{x}_{z, \lambda}\) being from real data, conditioned on the mask and class label. By competing with the enhanced discriminator, the generator is encouraged to focus more on class semantics-related content.

4.2.2 Region-based regularization

To facilitate class-conditional distribution matching between real and synthesized data, we explore the benefits of mask embedding in regularizing the discriminator feature space. To enable \(D\) to capture class semantics-related information, the discriminator features should be robust to changes in the masks, and a consistency loss can thus be defined as follows:

\[
L_{cons} = \mathbb{E}_{\hat{x}_{z, \lambda}, \hat{x}_{z, \lambda'} \sim p_r} \left[ \mathbb{E}_{m_\lambda, m_\lambda' \sim p_z} \frac{1}{\| m_\lambda - m_\lambda' \|_2} \| \tilde{D}_f(\hat{x}_{z, \lambda}, m_\lambda) - \tilde{D}_f(\hat{x}_{z, \lambda'}, m_\lambda') \|_2^2 \right] \leq \epsilon,
\]

where \(p_z\) denotes the distribution of the constructed instances, and \(\epsilon\) denotes a hyper-parameter controlling the degree of difference between the masks. Since both the real
image parts of $\hat{x}_{z,\lambda}$ and $\hat{x}_{z',\lambda'}$ are from $x$, minimizing $L_{cons}$ encourages $D$ to apply more attention to the content shared by the constructed images. This strategy exploits the large amount of synthesized data for learning class semantics. When constructing $\hat{x}_{z,\lambda}$, we can also define a contrastive prediction task on the following pairs: $(x, \hat{x}_{z,\lambda})$ is positive since they have the same image part indicated by the mask $m$, and $(x, x')$ is negative. Our objective is to push $x$ and $\hat{x}_{z,\lambda}$ closer together, while moving away from $x'$ in the feature space, and the corresponding contrastive loss function is defined as follows:

$$L_{ctrs} = E_{\hat{x}_{z,\lambda} \sim p_e} \max((||D_f(x, m) - \hat{D}_f(\hat{x}_{z,\lambda}, m)||_2^2$$

$$- ||\hat{D}_f(x, m) - \hat{D}_f(x', m)||_2^2 + \gamma, 0)), \tag{5}$$

where $\gamma$ denotes a margin that separates the negative instances from the positive ones. Minimizing $L_{ctrs}$ not only enforces $A_{mask}$ to accurately discover the features associated with the region indicated by the mask, but also induces $D$ to learn more discriminative representation to separate real and synthesized data from a local point of view. It is noted that the class label of $x$ is not necessarily the same as that of $x_z$. When $y \neq y_z$, the class separability in the feature space can also be improved by minimizing this contrastive loss. In this case, the generator is able to more effectively learn class-conditional data distributions.

4.3. Joint Training of Constituent Networks

Optimizing the generator. To increase the proximity of the synthesized instances to the real data of each class, one of $G$’s objectives is to fool $D$ by minimizing an adversarial training loss defined as follows:

$$L_{adv} = E_{z \sim \mathcal{P}_z} \max(\log(1 - D(G(z, y_z), m, y_z))), \tag{6}$$

where the mask $m$ is sampled from a prior distribution $q_m$ to encode a random rectangular region, e.g., various sized regions whose size is distributed evenly between 75% and 100% of the whole image area and whose aspect ratio is chosen randomly between $3/4$ and $4/3$. In addition, $G$ should be penalized for synthesizing instances which deviate from the specified class. The classifier $C$ serves to complement $D$ on this point. We define another objective of $G$ to synthesize instances which can be correctly recognized by $C$, and the corresponding recognition loss is defined as follows:

$$L_{recg} = E_{z \sim \mathcal{P}_z} [-y_z \log C(G(z, y_z))], \tag{7}$$

where $C(\cdot)$ represents the estimated class probability distribution of an instance. By minimizing $L_{recg}$, $G$ is encouraged to enrich the class semantics of synthesized instances under the guidance of $C$. After integrating the above two aspects, the optimization problem of $G$ is formulated as follows:

$$\min_{\theta_G} L_{adv} + L_{recg}, \tag{8}$$

where $G$ is parameterized by $\theta_G$. By competing with $D$ and working cooperatively with $C$, $G$ is trained to synthesize high-fidelity images, while at the same time hold identifiable class semantics.

Optimizing the classifier. To exploit real unlabeled data, $C$ is used to estimate their class labels as accurately as possible. Due to lack of real labeled data, the synthesized instance-label pairs $(x_z, y_z)$ are used to extend the training set. Instead of directly feeding the training instances to $C$, we construct two types of ‘multi-label’ instances via random regional replacement: $\hat{x}_{z,\lambda} = T(x, x_z, m)$ mixing between real labeled and synthesized instances, and $\hat{x}_{u,\lambda} = T(x, x_u, m)$ mixing between real labeled and unlabeled instances. Since $\hat{x}_{z,\lambda}/\hat{x}_{u,\lambda}$ is derived from two different images, its class labels can be defined as $\hat{y}_{z,\lambda} = \{y, y_z\}/\hat{y}_{u,\lambda} = \{y, \hat{y}_u\}$, where $\lambda$ denotes the ratio between the two labels. $C$ is required to identify the associated classes of $\hat{x}_{z,\lambda}/\hat{x}_{u,\lambda}$, and the prediction is evaluated as follows:

$$\varphi(\hat{y}_{z,\lambda}, C(\hat{x}_{z,\lambda})) = - (1 - \lambda)y \log C(\hat{x}_{z,\lambda}) - \lambda y_z \log C(\hat{x}_{z,\lambda}), \tag{9}$$

and $\varphi(\hat{y}_{u,\lambda}, C(\hat{x}_{u,\lambda}))$ can be computed in a similar way. Consequently, $C$ can be trained in a supervised manner, and the optimization formulation is expressed as follows:

$$\min_{\theta_C} \mathbb{E}_{\hat{x}_{z,\lambda} \sim p_e}[\varphi(\hat{y}_{z,\lambda}, C(\hat{x}_{z,\lambda}))) + \mathbb{E}_{\hat{x}_{u,\lambda} \sim p_u}[\varphi(\hat{y}_{u,\lambda}, C(\hat{x}_{u,\lambda}))), \tag{10}$$

where $C$ is parameterized by $\theta_C$, and $p_u$ denotes the distribution of the constructed instances between real labeled and unlabeled instances. Both the increased diversity and complexity of training data benefit $C$’s generalization performance.

Optimizing the discriminator. To enforce $G$ to precisely match the underlying class-conditional distributions, $D$ is trained in opposition to $G$. There are four types of training data fed to $D$: real labeled data $(x, y)$, real unlabeled data $(x_u, \hat{y}_u)$, synthesized data $(x, y_z)$, and constructed data $(\hat{x}_{z,\lambda}, y)$. Compared to $x$, it is more difficult for $D$ to identify $\hat{x}_{z,\lambda}$ as real, since only a part of $\hat{x}_{z,\lambda}$ is from $x$. Indicated by $m$, $D$ can be enhanced by minimizing an identification loss on the constructed data as follows:

$$L_{ident} = E_{\hat{x}_{z,\lambda}\sim p_e}[\log(1 - D(\hat{x}_{z,\lambda}, m, y))]. \tag{11}$$

For $(x, y)$ and $(x_z, y_z)$, $D$ is encouraged to apply more attention on discovering their differences in random rectangular regions. We formulate the optimization problem of $D$
as follows:

$$\max_{\theta_D} \text{E}_{x \sim p_{\text{tr}}} \left[ \log D(x, m, y) \right] + \text{E}_{x \sim p_{\text{tr}}} \left[ \log D(x_u, m, \hat{y}_u) \right] + \text{L}_{\text{adv}} - \text{L}_{\text{cons}} - \text{L}_{\text{ctrs}} - \mu L_{\text{idnt}},$$  \quad (12)

where $\mu$ is a weighting factor. By providing pseudo labels for real unlabeled data, $C$ cooperates with $D$ in matching the synthesized data with real unlabeled data.

5. Experiments

We evaluate MED-GAN on multiple standard benchmarks. Our experiments mainly include four aspects: (1) We illustrate the effectiveness of the contrastive regularization in the discriminator feature space on synthetic data. (2) We also investigate the relative contributions of mask embedding and adopted regularizers on natural image synthesis. (3) We further perform extensive comparison with state-of-the-art semi-supervised generative methods in both image synthesis and classification. (4) We finally explore the applicability of the proposed improvement techniques to fully-supervised generative learning.

5.1. Datasets and Settings

We conduct extensive experiments on diverse datasets: CIFAR-10 and CIFAR-100 [20], FaceScrub [29], and CUB-200 [40]. CIFAR-10 (CIFAR-100) contains 50k and 10k natural images of resolution 32×32 from 10 (100) object categories for training and testing, respectively. FaceScrub is a human face dataset, in which the 100 largest classes are selected to build the FS-100 dataset. FS-100 contains about 13k training images and 2k test images of size 64×64. CUB-200 contains about 6k training images and 6k test images from 200 bird classes. In the experiments, the CUB images are resized to 128×128.

To comply with the semi-supervised setting in the literature, there are 4k, 10k, 2k, and 2.8k labeled images, and the remaining images are unlabeled in CIFAR-10, CIFAR-100, FS-100, and CUB-200, respectively. The networks are jointly trained from scratch. There are a total of 600 training epochs, and each batch contains 50/50/50 labeled/unlabeled/synthesized instances (16/16/16 for FS-100, 32/32/32 for CUB-200). The Adam optimization method [18] is adopted for stochastic gradient descent. The learning rate $\epsilon$ and two momentum parameters ($\beta_1$ & $\beta_2$) are set to 0.0002, 0, and 0.999, respectively. For mixing images as in Eq.(1), the random vector $\lambda$ is drawn from the distribution $\text{Beta}(0.2, 0.2)$, which is the same as [24]. The hyper-parameter $\gamma$ in Eq.(5) and the weighting factor $\mu$ in Eq.(12) are set to 0.5 and 0.1, respectively. The impact of $\gamma$ and $\mu$ will be investigated in Sec.5.5. We use the Inception Score (IS) [33] and FID [13] to quantitatively evaluate the quality of synthesized images.

Table 1. The results on synthetic data.

<table>
<thead>
<tr>
<th>Method</th>
<th>CIFAR-10</th>
<th>CIFAR-100</th>
<th>FS-100</th>
<th>CUB-200</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>5.3 ± 1</td>
<td>58.9 ± 2</td>
<td>87.2 ± 1.2</td>
<td>123 ± 0.051</td>
</tr>
<tr>
<td>+ L_recg</td>
<td>7.8 ± 0.1</td>
<td>87.2 ± 1.2</td>
<td>123 ± 0.051</td>
<td></td>
</tr>
<tr>
<td>+ L_ctrs</td>
<td>8.0 ± 0.0</td>
<td>96.7 ± 0.1</td>
<td>123 ± 0.051</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. FID scores of the baseline and variants on CIFAR-10, CIFAR-100, FS-100 and CUB-200.

| Improvement     | -6.82 | -10.68 | -8.23 | -17.10 |

5.2. Verification on Synthetic Data

We verify the effectiveness of the proposed improvement strategies on a 2D-ring synthetic dataset. There are 8 2D Gaussians with means $(\cos(2k\pi/8), \sin(2k\pi/8))$, $k \in \{0, \ldots, 7\}$ and the same variance 0.1. The training set is built by sampling 16 labeled points and 256 unlabeled points from each Gaussian. Similar to MED-GAN, a baseline model consists of a generator, a discriminator, and a classifier, and all of them are implemented by multi-layer perceptrons. Note that there is no mask embedding in the discriminator due to the non-image data. We construct positive and negative pairs according to (pseudo) class labels. The baseline is trained based on Triple-GAN [22]. We incorporate the recognition loss in Eq.(7) and contrastive loss in Eq.(5) to improve the baseline, and the resulting models are referred to as ‘Baseline + L_recg’ and ‘Baseline + L_recg + L_ctrs’. We adopt three metrics: the number of covered modes, percentage of high quality (HQ) instances and reverse KL divergence, to evaluate the performance of the baseline and variants as [23] [36]. The results shown in Table 1 and the density plots in Figure 3 suggest that inclusion of $L_{reconc}$ and $L_{ctrs}$ leads to capturing all 8 modes and synthesizing higher quality instances. The insights gained on the synthetic data also apply to the real data.

5.3. Effectiveness of the Improvement Strategies

To further verify the benefit of the mask embedding and related regularization components, we build a baseline
model, in which the constituent networks have the same network architectures as those in our full model. The baseline is trained based on Triple-GAN. We incrementally incorporate the components to investigate the improvement of synthesis quality in terms of FID. The experiments are performed on all the four datasets, and the results of the baseline and its variants with different strategies are reported in Table 2. When incorporating mask embedding ‘Ma. emb.’ in the discriminator, we find that the synthesis quality can be significantly improved over ‘Baseline’. In particular, the improvement reaches 6.05 FID points on FS-100. After incorporating the region-based regularization ‘Re. reg.’, we can further significantly improve the fidelity of synthesized images. The corresponding variant consistently outperforms the baseline by a large margin across the datasets. On CUB-200, the FID score of synthesized images decreases from 35.04 to 17.94. The result again verifies the benefit of regularizing the discriminator feature space in facilitating semi-supervised generative learning.

5.4. Comparison with State-of-the-arts

**Image synthesis.** We compare MED-GAN with state-of-the-art semi-supervised generative models, including ImprovedGAN [33], Triple-GAN [22], Triangle-GAN [9], ETGAN [43], and R³-CGAN [24]. Table 3 summarizes the results of the competing methods. We also report the IS score of real images as an upper bound. R³-CGAN outperforms other competing methods, while MED-GAN is able to achieve higher synthesis quality than R³-CGAN on each dataset. On the common benchmarks CIFAR-10 and CIFAR-100, MED-GAN improves the previous state-of-the-art results from 7.42/20.34 and 7.49/26.29 to 8.47/5.76 and 9.23/8.06 in IS/FID, respectively. Furthermore, we notice that our achieved results are close to the ground truth on CIFAR-10 and FS-100. On the more challenging dataset CUB-200, MED-GAN performs much better than the competing methods. In Figure 4, we show a number of the images synthesized by R³-CGAN and MED-GAN. We believe that the proposed mask embedding and regularization strategies are useful for inducing the discriminator to discover the subtle differences among the fine-grained classes.

<table>
<thead>
<tr>
<th>Method</th>
<th>CIFAR-10 (4k)</th>
<th>CIFAR-100 (10k)</th>
<th>FS-100 (2k)</th>
<th>CUB-200 (2.8k)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IS↑ FID↓</td>
<td>IS↑ FID↓</td>
<td>IS↑ FID↓</td>
<td>IS↑ FID↓</td>
</tr>
<tr>
<td>ImprovedGAN [33]</td>
<td>5.56±0.28</td>
<td>47.25</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Triple-GAN [22]</td>
<td>5.77±0.14</td>
<td>47.08</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Triangle-GAN [9]</td>
<td>6.56±0.07</td>
<td>35.31</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ETGAN [43]</td>
<td>7.23±0.09</td>
<td>25.64</td>
<td>4.86±0.04</td>
<td>65.11</td>
</tr>
<tr>
<td>R³-CGAN [24]</td>
<td>7.42±0.05</td>
<td>20.34</td>
<td>7.49±0.01</td>
<td>26.29</td>
</tr>
<tr>
<td>MED-GAN</td>
<td><strong>8.47±0.08</strong></td>
<td><strong>5.76</strong></td>
<td><strong>9.23±0.12</strong></td>
<td><strong>8.06</strong></td>
</tr>
</tbody>
</table>

*Ground truth* 9.07±0.14 - 11.40±0.13 - 2.44±0.04 - 17.73±4.87

![Figure 4. Examples of the images synthesized by R³-CGAN (upper part) and MED-GAN (bottom part) on the benchmarks which from left to right are FS-100 and CUB-200. Each column shares the same random vector, and each row uses the same class label.](image)

**Image classification.** In MED-GAN, the classifier is jointly trained with the generator, and we also compare the resulting model with the current semi-supervised VAE/GAN-based methods in image classification. Table
Figure 5. The impact of the margin $\gamma$ (left) and weighting factor $\mu$ (right) on the synthesis quality of MED-GAN on CIFAR-10.

4 summarizes the test error rates of the competing methods on CIFAR-10, CIFAR-100 and FS-100. CIFAR-10 is a relatively simple dataset, MED-GAN, $R^3$-CGAN and MarginGAN achieve comparable classification results. For CIFAR-100 and FS-100, it becomes difficult to synthesize realistic images of 100 categories. The classification performance of ETGAN and $R^3$-CGAN are affected by the synthesis quality. On these two datasets, MED-GAN reduces the previous best test error rates of 32.66% and 6.96% (obtained by $R^3$-CGAN) to 30.67% and 5.71%, respectively. The results suggest that the images synthesized by MED-GAN hold more precise class semantics than those synthesized by the competing methods.

5.5. Further Analysis

Impact of parameters. We investigate the impact of the margin $\gamma$ in Eq.(5) and the weighting factor $\mu$ in Eq.(12) on the synthesis quality. The experiments are conducted on CIFAR-10, and the search is limited to $\gamma = \{0.1, 0.2, 0.5, 1, 1.25, 1.5\}$ and $\mu = \{0.01, 0.1, 0.5, 1, 2, 3\}$. Figure 5 shows the changes in the FID scores of the synthesized images with different values of each parameter. In Figure (a), we observe that the synthesis quality is relatively stable when $\gamma < 1$. Figure (b) shows that the proposed approach achieves the best performance when $\mu$ is set to 0.1. Considering the complexity of the mixed instances, relatively smaller value of $\mu$ benefits the stability of the adversarial learning process.

Class-wise FID. It is important for class-conditional image synthesis to measure the extent to which synthesized instances match with the real data distribution of each class. We compare MED-GAN and $R^3$-CGAN in terms of class-wise FID on CUB-200. Based on the result of $R^3$-CGAN, we select the 50 classes with the lowest FID scores, and show the improvement achieved by the proposed approach in Figure 6. One can find that the improvement reaches 172 points in terms of average FID over the 50 classes.

Applicability. We consider that the proposed mask embedding and related regularization components can also be applied to enhance other GAN-based generative models. To verify this point, we adopt a fully-supervised BigGAN as a strong baseline, and incrementally apply the components to regularize its discriminator. Table 5 summarizes the generation performance of the resulting models in terms of FID. The result suggests that inclusion of each component can lead to consistent improvement across the four datasets accordingly, which demonstrates the possibility of its application to generic class-conditional image synthesis.

6. Conclusion

To facilitate semi-supervised class-conditional image synthesis, our work focuses on enhancing the discriminator in a GAN-based model. We first incorporate a mask embedding module in the discriminator to associate the discriminator features with spatial information. When distinguishing real images from synthesized images, the discriminator is able to focus more on the specified regions. In this case, the generator is enforced to synthesize instances holding more precise class semantics. Under the help of mask embedding, we can more effectively exploit the constructed images via random regional replacement between real and synthesized images, and further regularize the discriminator feature space to increase the degree of class separation. The regularization of these aspects leads to significant improvement in synthesis quality.
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