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Abstract

Predicting multiple plausible future trajectories of the

nearby vehicles is crucial for the safety of autonomous

driving. Recent motion prediction approaches attempt to

achieve such multimodal motion prediction by implicitly

regularizing the feature or explicitly generating multiple

candidate proposals. However, it remains challenging since

the latent features may concentrate on the most frequent

mode of the data while the proposal-based methods depend

largely on the prior knowledge to generate and select the

proposals. In this work, we propose a novel transformer

framework for multimodal motion prediction, termed as

mmTransformer. A novel network architecture based on

stacked transformers is designed to model the multimodal-

ity at feature level with a set of fixed independent propos-

als. A region-based training strategy is then developed to

induce the multimodality of the generated proposals. Ex-

periments on Argoverse dataset show that the proposed

model achieves the state-of-the-art performance on mo-

tion prediction, substantially improving the diversity and

the accuracy of the predicted trajectories. Demo video

and code are available at https://decisionforce.

github.io/mmTransformer.

1. Introduction

Predicting the future trajectories of nearby vehicles is

critical for the Autonomous Vehicle systems to understand

the surrounding and make informative decisions. Multi-

modal prediction, which aims to generate multiple plausible

trajectories of the target vehicle, plays a key role to handle

the uncertainty in motion prediction and improve the safety

of motion planning. Due to the uncertain future events, traf-

fic vehicles could perform differently even under the same

scene. However, there is only one ground truth trajectory

collected in each driving scene. Hence one challenge for
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Figure 1. Examples of multimodal motion prediction in complex

driving scenarios. For each moving vehicle near the ego car, three

plausible future trajectories are predicted by the proposed model.

enabling multimodal prediction lies in how to learn to cover

all the possible outcomes in a given scene with limited train-

ing samples.

Recent motion prediction methods mainly follow prob-

abilistic approaches [19, 16, 28] or proposal-based ap-

proaches [33, 26, 5, 11] to address the aforementioned is-

sue. The probabilistic approaches implicitly model the un-

certainty of the trajectory through defining the underlying

possible models as a latent variable. They either achieve the

multimodal prediction with generator conditioned on differ-

ent latent variables, or directly constrain the output over a

probability distribution(e.g., GMM) to get diverse results.

These methods depend heavily on the predefined prior dis-

tribution and the well-designed loss function, which might

be prone to the optimization instability and the mode col-

lapse issue. Unlike probabilistic approaches which gen-

erate multimodal outputs through modeling the latent dis-

tribution of the modality, the proposal-based approaches

[11, 33, 5, 25] perform in an alternative way, which first de-

fines candidate points or trajectories as proposals, and then

regress or classify these proposals to the ground truth. With

predefined proposals, these methods alleviate optimization

burden and narrow down the feasible space of solutions. Al-

though these methods achieve good performance, they still

have the following two issues: 1) The result relies heavily

on the quality of the predefined anchors since the heuristic

methods are applied to sample the candidate points. 2) The
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multimodal prediction can not be guaranteed since multi-

modal nature of trajectory prediction is not well captured

with only one ground truth provided during the training.

In this work, we propose a novel end-to-end multimodal

motion prediction framework called MultiModal Trans-

former (mmTransformer), where the proposals are first

randomly initialized and then refined to incorporate con-

textual information. mmTransformer is designed based on

the transformer architecture, which proves to be effective

in modeling sequential data. The whole model can be

viewed as stacked transformers in which the past trajec-

tories, the road information, and the social interaction are

aggregated hierarchically with several transformer encoder-

decoder modules. Two multimodal prediction examples of

the whole traffic scenes are shown in Fig 1.

We develop two new mechanisms to ameliorate the uni-

modal effects brought by identical features. First, we in-

troduce a trajectory proposal mechanism to the field of mo-

tion prediction. Specifically, queries in the decoders of mm-

Transformer are represented as trajectory proposals, which

asymptotically aggregate multiple channels of contextual

information from encoders, and make independent predic-

tions. Since these proposals are orthogonal with each other,

each of them will carry customized features, which pro-

motes the diversity and multimodality. Second, a region-

based training strategy (RTS) is developed to explicitly en-

sure the multimodality, which negotiates the conflicts be-

tween the uniqueness of ground truth and multimodal na-

ture of predictions. We divide the surrounding space into

several regions and group trajectory proposals into differ-

ent sets, with each set being assigned to one region. During

training, only the set of proposals assigned to the region

where ground truth locates will be utilized to optimize the

framework. This new strategy enforces individual proposal

to focus on a specific mode, without compromising the la-

tent features learned by other proposals.

The contributions of this paper are summarized as fol-

lows: (1) To the best of our knowledge, mmTransformer

is the first model using stacked transformers for trajectory

proposals to aggregate multiple channels of contextual in-

formation and achieve multimodal prediction.(2) To pre-

serve the multimodal nature of motion forecasting, we de-

sign a novel region-based training strategy, which ensures

that each individual proposal is capable of capturing a spe-

cific mode. (3) Extensive experiments show the substantial

improvement brought by the proposed model architecture

and the tailored region-based training strategy. Our model

ranked the 1st on the Leaderboard of Argoverse benchmark

dated on 16 Nov 2020, and remains competitive on the

leaderboard.

2. Related Work

Motion Prediction. Recently deep learning-based meth-

ods have been widely used for motion prediction [1, 14, 8,

2, 11]. The typical pipeline is to first create the input rep-

resentation by rasterizing [10, 32] or vectorizing [7, 21, 12]

surrounding information and then use deep neural network

(e.g., CNN, Long Short-Term Memory(LSTM), graph neu-

ral network[31, 15]) to extract informative features. Finally,

the trajectory is directly generated by model [12] or based

on prior knowledge [11, 33, 5].

To this end, motion prediction methods can be roughly

divided into two categories: feature-based and proposal-

based methods. For the first kind of methods, most of

them focus on how to extract useful information from the

environment. CNN Encoder-Decoder is proposed in [31]

to extract features from vehicles’ past positions and direc-

tions and directly regress the future positions. Graph neu-

ral networks [21] have emerged in response to problems

that scenes cannot be easily represented by matrices of pix-

els or simple vectors. SoPhie [27] have leveraged features

extracted from the physical environment, attention mecha-

nisms, and adversarial training. However, for these feature-

based methods it is difficult to guarantee the multimodal

prediction of the model. As for another kinds of models

[33, 26, 5, 11], where the candidate trajectory set is first gen-

erated based on prior knowledge and candidate point and

then optimize and reduce these candidate trajectory by de-

signed cost function or post-processing to obtain final pre-

diction. Although these methods successfully modeling the

multimodality, there are still many unsolved problems. As

these methods focus on the manipulation of the predicted

trajectories or candidates, the meanings of latent features

are typically neglected, which may hurts the stability of the

model. As a result, performance will be significantly in-

fluenced by the robustness of prior hypothesis made by the

author.

Different from above, our model achieves the multi-

modal prediction at both feature and proposal levels. The

region-based training strategy further refines the proposals

which reduces the correlation of the proposals and guaran-

tees the diversity of the predicted trajectories. Meanwhile,

by explicitly considering modality into proposal during

training process, mmTransformer has a more interpretable

pipeline.

Transformer. Transformer is a novel attention-based

method which was firstly introduced in [29]. It has been

successfully deployed in several applications (e.g., neural

machine translation and image caption generation [9, 23]).

The most important part of transformer is the self-attention

mechanism.The advantage of the attention mechanism in

transformer lies in its capability of learning high quality
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Figure 2. Overview of mmTransformer: The proposed mmTransformer uses stacked transformers as the backbone, which aggregates

the contextual information on the fixed trajectory proposals. Proposal feature decoder further generates the trajectories and corresponding

confidence scores by decoding each proposal feature through the trajectory generator and selector, respectively. Besides, the trajectory

generator and trajectory selector are two feed-forward network, which have the same structure with the FFN in the transformer [29]. The

detailed network architecture can be found in appendix.

features through taking the whole context into considera-

tion. Some of the recent methods in the field of trajectory

forecasting adopt the attention mechanisms in sequence and

interaction modeling [20, 13, 24]. For example, an interac-

tion transformer [20] is introduced to model the interaction

between traffic vehicles. Ind-TF [13] replaces RNN with

vanilla transformer to model the trajectory sequences. Un-

like these methods that use transformer as a part of their

feature extractor, a fully transformer based architecture is

used in our case to solve the multimodal motion prediction

problem.

3. Multimodal Motion Prediction Framework

Motion prediction aims to accurately predict the future

motion of target vehicles, given the history trajectories of

traffic vehicles in the scene and other contextual informa-

tion such as road and traffic information. To tackle the mul-

timodal motion prediction, we firstly learn a feature set Y
comprising various proposal features y 2 Y . Each y is

generated from F � (x ), where x is the scene information,

involving motion history and surrounding context. With the

set of proposal features, we can generate multiple future tra-

jectories S = f si 2 RT � 2 : 1 � i � Kg by G� (y ), in which

T denotes future horizon and K denotes the total number of

predictions. Additionally, prediction set S � S where S is

the entire space of possible S, and F � (�) and G� (�) are pa-

rameterized by � and � , respectively.

We aim to construct an appropriate set of proposal fea-

tures Y � Y to ensure both accuracy and multimodal-

ity. Therefore, we introduce a novel mmTransformer to ob-

tain informative proposals and then apply the region-based

training strategy to ensure the multimodality of proposals.

3.1. Stacked Transformers

Transformer has demonstrated outstanding performance

in dealing with sequential data. In order to apply trans-

former to trajectory prediction, we need to extend the model

to incorporate a variety of the contextual information, be-

cause the vanilla transformer only supports encoding single

type of data (e.g., the corpus token in the language trans-

former [9], and image in the visual transformer [4]). A

naive solution is to concatenate all types of inputs such as

past trajectory and lane information into a sequence of con-

textual embeddings and input them to the transformer. As

the transformer requires a fixed size of the input, a naive

solution will consume a large amount of resources. Addi-

tionally, since different types of information will compound

in such design and be aggregated by the attention layers, the

quality of the latent feature might be compromised. There-

fore, we consider the alternative of incorporating multiple

channels of information separately.

Under the circumstance of different inputs, the challenge

lies in how to incorporate multiple channels of information

as input to the transformer. we propose to define the queries

of transformer decoder as trajectory proposals, tailored to

our multimodal trajectory prediction task. This design is in-

spired by the parallel version of transformer used in [4].

Its strength is that parallel trajectory proposals can inte-
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