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Abstract

The inductive bias of a neural network is largely determined by the architecture and the training algorithm. To achieve good generalization, how to effectively train a neural network is of great importance. We propose a novel orthogonal over-parameterized training (OPT) framework that can provably minimize the hyperspherical energy which characterizes the diversity of neurons on a hypersphere. By maintaining the minimum hyperspherical energy during training, OPT can greatly improve the empirical generalization. Specifically, OPT fixes the randomly initialized weights of the neurons and learns an orthogonal transformation that applies to these neurons. We consider multiple ways to learn such an orthogonal transformation, including unrolling orthogonalization algorithms, applying orthogonal parameterization, and designing orthogonality-preserving gradient descent. For better scalability, we propose the stochastic OPT which performs orthogonal transformation stochastically for partial dimensions of neurons. Interestingly, OPT reveals that learning a proper coordinate system for neurons is crucial to generalization. We provide some insights on why OPT yields better generalization. Extensive experiments validate the superiority of OPT over the standard training.

1. Introduction

The inductive bias encoded in a neural network is generally determined by two major aspects: how the neural network is structured (i.e., network architecture) and how the neural network is optimized (i.e., training algorithm). For the same network architecture, using different training algorithms could lead to a dramatic difference in generalization performance [36, 60] even if the training loss is close to zero, implying that different training procedures lead to different inductive biases. Therefore, how to effectively train a neural network that generalizes well remains an open challenge.

Recent theories [16, 15, 34, 45] suggest the importance of over-parameterization in linear neural networks. For example, [16] shows that optimizing an underdetermined quadratic objective over a matrix $M$ with gradient descent on a factorization of $M$ leads to an implicit regularization that may improve generalization. There is also strong empirical evidence [11, 51] that over-parameterizing the convolutional filters under some regularity is beneficial to generalization. Our paper aims to leverage the power of over-parameterization and explore more intrinsic structural priors in order to train a well-performing neural network.

Motivated by this goal, we propose a generic orthogonal over-parameterized training (OPT) framework for neural networks. Different from conventional neural training, OPT over-parameterizes a neuron $w \in \mathbb{R}^d$ with the multiplication of a learnable layer-shared orthogonal matrix $R \in \mathbb{R}^{d \times d}$ and a fixed randomly-initialized weight vector $v \in \mathbb{R}^d$, and it follows that the equivalent weight for the neuron is $w = Rv$. Once each element of the neuron weight $v$ has been randomly initialized by a zero-mean Gaussian distribution [20, 14], we fix them throughout the entire training process. Then OPT learns a layer-shared orthogonal transformation $R$ that is applied to all the neurons (in the same layer). An illustration of OPT is given in Fig. 1. In contrast to standard neural training, OPT decomposes the neuron into an orthogonal transformation $R$ that learns a proper coordinate system, and a weight vector $v$ that controls the specific position of the neuron. Essentially, the weights $\{v_1, \ldots, v_n \in \mathbb{R}^d\}$ of different neurons determine the relative positions, while the layer-shared orthogonal matrix $R$ specifies the coordinate system. Such a decoupled parameterization enables strong modeling flexibility.

Another motivation of OPT comes from an empirical observation that neural networks with lower hyperspherical...
energy} generalize better [49]. Hyperspherical energy quantifies the diversity of neurons on a hypersphere, and essentially characterizes the relative positions among neurons via this form of diversity. [49] introduces hyperspherical energy as a regularization in the network but do not guarantee that the hyperspherical energy can be effectively minimized (due to the existence of data fitting loss). To address this issue, we leverage the property of hyperspherical energy that it is independent of the coordinate system in which the neurons live and only depends on their relative positions. Specifically, we prove that, if we randomly initialize the neuron weight \( v \) with certain distributions, these neurons are guaranteed to attain minimum hyperspherical energy in expectation. It follows that OPT maintains the minimum energy during training by learning a coordinate system (i.e., layer-shared orthogonal matrix) for the neurons. Therefore, OPT is able to provably minimize the hyperspherical energy.

We consider several ways to learn the orthogonal transformation. First, we unroll different orthogonalization algorithms such as Gram-Schmidt process, Householder reflection and Löwdin’s symmetric orthogonalization. Different unrolled algorithms yield different implicit regularizations to construct the neuron weights. For example, symmetric orthogonalization guarantees that the new orthogonal basis has the least distance in the Hilbert space from the original non-orthogonal basis. Second, we consider to use a special parameterization (e.g., Cayley parameterization) to construct the orthogonal matrix, which is more efficient in training. Third, we consider an orthogonality-preserving gradient descent to ensure that the matrix \( R \) stays orthogonal after each gradient update. Last, we relax the original optimization problem by making the orthogonality constraint a regularization for the matrix \( R \). Different ways of learning the orthogonal transformation may encode different inductive biases. We note that OPT aims to utilize orthogonalization as a tool to learn neurons that maintain small hyperspherical energy, rather than to study a specific orthogonalization method. Furthermore, we propose a refinement strategy to reduce the hyperspherical energy for the randomly initialized neuron weights \( \{ v_1, \cdots, v_n \} \). In specific, we directly minimize the hyperspherical energy of these random weights as a preprocessing step before training them on actual data.

To improve scalability, we further propose the stochastic OPT that randomly samples neuron dimensions to perform orthogonal transformation. The random sampling process is repeated many times such that each dimension of the neuron is sufficiently learned. Finally, we provide some theoretical insights and discussions to justify the effectiveness of OPT. The advantages of OPT are summarized as follows:

- OPT is the first training framework where the hyperspherical energy is provably minimized (in contrast to [49]), leading to better empirical generalization. OPT reveals that learning a proper coordinate system is crucial to generalization, and the hyperspherical energy is sufficiently expressive to characterize relative neuron positions.
- There is no extra computational cost for the OPT-trained neural network in inference. In the testing stage, it has the same inference speed and model size as the normally trained network. Our experiments also show that OPT performs well on a diverse class of neural networks and therefore is agnostic to different neural architectures.
- Stochastic OPT can greatly improve the scalability of OPT while enjoying the same guarantee to minimize hyperspherical energy and having comparable performance.

2. Related Work

Orthogonality in Neural Networks. Orthogonality is widely adopted to improve neural networks. [4, 54, 7, 26, 78] use orthogonality as a regularization for neurons. [27, 42, 3, 75, 58, 31] use principled orthogonalization methods to guarantee the neurons are orthogonal to each other. In contrast to these works, OPT does not encourage orthogonality among neurons. Instead, OPT utilizes principled orthogonalization for learning orthogonal transformations for (not necessarily orthogonal) neurons to minimize hyperspherical energy.

Parameterization of Neurons. There are various ways to parameterize a neuron for different applications. [11] over-parameterizes a 2D convolution kernel by combining a 2D kernel of the same size and two additional 1D asymmetric kernels. The resulting convolution kernel has the same effective parameters during testing but more parameters during training. [51] constructs a neuron with a bilinear parameterization and regularizes the bilinear similarity matrix. [79] reparameterizes the neuron matrix with an adaptive fastfood transform to compress model parameters. [30, 48, 73] employ sparse and low-rank structures to construct convolution kernels for an efficient neural network.

Hyperspherical Learning. [54, 52, 72, 10, 71, 47, 50] propose to learn representations on a hypersphere and show that the angular information, in contrast to magnitude information, preserves the most semantic meaning. [49] define the hyperspherical energy that quantifies the diversity of neurons on a hypersphere and shows that the small hyperspherical energy generally improves empirical generalization.

3. Orthogonal Over-Parameterized Training

3.1. General Framework

OPT parameterizes the neuron as the multiplication of an orthogonal matrix \( R \in \mathbb{R}^{d \times d} \) and a neuron weight vector \( v \in \mathbb{R}^d \), and the equivalent neuron weight becomes \( w = Rv \). The output \( \hat{y} \) of this neuron can be represented by \( \hat{y} = (Rv) ^ \top x \).
where \( x \in \mathbb{R}^d \) is the input vector. In OPT, we typically fix the randomly initialized neuron weight \( v \) and only learn the orthogonal matrix \( R \). In contrast, the standard neuron is directly formulated as \( \hat{y} = v^\top x \), where the weight vector \( v \) is learned via back-propagation in training.

As an illustrative example, we consider a linear MLP with a loss function \( \mathcal{L} \) (e.g., the least squares loss: \( \mathcal{L}(e_1, e_2) = (e_1 - e_2)^2 \)). Specifically, the learning objective of the standard training is

\[
\min_{\{v_i, u_i, \hat{v}_j\}} \sum_{j=1}^{m} \mathcal{L}(y_j, \sum_{i=1}^{n} u_i v_i x_j),
\]

while differently, our OPT is formulated as

\[
\min_{\{R, u_i, \hat{v}_j\}} \sum_{j=1}^{m} \mathcal{L}(y_j, \sum_{i=1}^{n} u_i (Rv_i)^\top x_j) \quad \text{s.t.} \quad R^\top R = RR^\top = I \tag{1}
\]

where \( v_i \in \mathbb{R}^d \) is the \( i \)-th neuron in the first layer, and \( u = \{u_1, \cdots, u_n\} \in \mathbb{R}^n \) is the output neuron in the second layer. In OPT, each element of \( v_i \) is usually sampled from a zero-mean Gaussian distribution. Based on \([14]\) and Kaiming [20] initializations belong to this class), and is fixed throughout the entire training process. In general, OPT learns an orthogonal matrix that is applied to all the neurons instead of learning the individual neuron weight. Note that, we usually do not apply OPT to neurons in the output layer (e.g., \( u \) in this MLP example, and the final linear classifiers in CNNs), since it makes little sense to fix a set of random linear classifiers. Therefore, the central problem is how to learn these layer-shared orthogonal matrices.

### 3.2. Hyperspherical Energy Perspective

One of the most important properties of OPT is its invariance to hyperspherical energy. Based on [49], the hyperspherical energy of \( n \) neurons is defined as

\[
E(\hat{v}_i|_{m=1}) = \sum_{i=1}^{n} \sum_{j \neq i}^{n} \|\hat{v}_i - \hat{v}_j\|^{-1}
\]

in which \( \hat{v}_i = \frac{v_i}{\|v_i\|} \) is the \( i \)-th neuron weight projected onto the unit hypersphere \( \mathbb{S}^{d-1} \) in \( \mathbb{R}^d \). Hyperspherical energy is used to characterize the diversity of \( n \) neurons on a unit hypersphere. Assume that we have \( n \) neurons in one layer, and we have learned an orthogonal matrix \( R \) for these neurons. The hyperspherical energy of these \( n \) OPT-trained neurons is

\[
E(R\hat{v}_i|_{m=1}) = \sum_{i=1}^{n} \sum_{j \neq i}^{n} \|R\hat{v}_i - R\hat{v}_j\|^{-1}
\]

(since \( \|R\|^{-1} = 1 \))

\[
= \sum_{i=1}^{n} \sum_{j \neq i}^{n} \|\hat{v}_i - \hat{v}_j\|^{-1} = E(\hat{v}_i|_{m=1})
\]

which verifies that the hyperspherical energy does not change in OPT. Moreover, [49] proves that minimum hyperspherical energy corresponds to the uniform distribution over the hypersphere. As a result, if the initialization of the neurons in the same layer follows the uniform distribution over the hypersphere, then we can guarantee that the hyperspherical energy is minimal in a probabilistic sense.

**Theorem 1.** For the neuron \( h = \{h_1, \cdots, h_i\} \) where \( h_i, \forall i \) are initialized i.i.d. following a zero-mean Gaussian distribution (i.e., \( h \sim N(0, \sigma^2) \)), the projections onto a unit hypersphere \( h = h/\|h\| \) where \( \|h\| = (\sum_{i=1}^{d} h_i^2)^{1/2} \) are uniformly distributed on the unit hypersphere \( \mathbb{S}^{d-1} \). The neurons with minimum hyperspherical energy attained asymptotically approach the uniform distribution on \( \mathbb{S}^{d-1} \).

Theorem 1 proves that, as long as we initialize the neurons in the same layer with zero-mean Gaussian distribution, the resulting hyperspherical energy is guaranteed to be small (i.e., the expected energy is minimal). It is because the neurons are uniformly distributed on the unit hypersphere and hyperspherical energy quantifies the uniformity on the hypersphere in some sense. More importantly, prevailing neuron initializations such as [14] and [20] are zero-mean Gaussian distribution. Therefore, our neurons naturally have low hyperspherical energy from the beginning. Appendix L gives geometric properties of the random initialized neurons.

### 3.3. Unrolling Orthogonalization Algorithms

In order to learn the orthogonal transformation, we unroll classic orthogonalization algorithms and embed them into the neural network such that the training can be performed in an end-to-end fashion. We need to make every step of the orthogonalization algorithm differentiable, as shown in Fig. 2.

**Gram-Schmidt Process.** This method takes a linearly independent set and eventually produces an orthogonal set based on it. The Gram-Schmidt Process (GS) usually takes the following steps to orthogonalize a set of vectors \( \{u_1, \cdots, u_n\} \in \mathbb{R}^{n \times n} \) and obtain an orthonormal set \( \{e_1, \cdots, e_n\} \in \mathbb{R}^{n \times n} \). First, when \( i = 1 \), we have \( e_1 = \frac{u_1}{\|u_1\|} \) where \( \hat{e}_1 = u_1 \). Then, when \( n \geq i \geq 2 \), we have \( e_i = \frac{u_i - \sum_{j=1}^{i-1} \text{Proj}_{e_j}(u_i)}{\|e_i\|} \) where \( \text{Proj}_{e_j}(a) = \frac{\langle a, e_j \rangle}{\langle e_j, e_j \rangle} e_j \). Note that, \( \text{Proj}_{e_j}(a) = \frac{(a, b)}{\langle b, b \rangle} b \) is defined as the projection operator.

**Householder Reflection.** A Householder reflector is defined as \( H = I - 2 \frac{uu^\top}{\|u\|^2} \) where \( u \) is perpendicular to the reflection hyperplane. In QR factorization, Householder reflection (HR) is used to transform a (non-singular) square matrix into an orthogonal matrix and an upper triangular matrix. Given a matrix \( U = \{u_1, \cdots, u_n\} \in \mathbb{R}^{n \times n} \), we consider the first column vector \( u_1 \). We use Householder reflector to transform \( u_1 \) to \( e_1 = \{1, 0, \cdots, 0\} \). Specifically, we construct an orthogonal matrix \( H_1 \) with \( H_1 = I - 2 \frac{uu^\top}{\|u_1\|^2} \). The first column of \( H_1U \) becomes \( \{\|u_1\|, 0, \cdots, 0\} \). At the \( k \)-th step, we can view the sub-matrix \( U_{(k:n,k:n)} \) as a new \( U \), and use the same procedure to construct the Householder transformation \( H_k \in \mathbb{R}^{(n-k) \times (n-k)} \). We construct the final Householder transformation as \( H_k = \text{Diag}(I_k, H_k) \). Now we can gradually transform \( U \) to an upper triangular matrix with \( n \) Householder reflections. Therefore, we have that \( H_n \cdots H_2H_1U = R^\top \) where \( R^\top \) is an upper triangular matrix and the obtained
Löwdin’s Symmetric Orthogonalization. Let the matrix \( U = \{ u_1, \ldots, u_n \} \in \mathbb{R}^{n \times n} \) be a given set of linearly independent vectors in an \( n \)-dimensional space. A non-

singular linear transformation \( A \) can transform the basis \( U \) to an orthogonal basis \( R : R = U A \). The matrix \( R \) will be orthogonal if \( R^\top R = (UA)^\top UA = A^\top MA = I \) where \( M = U^\top U \) is the Gram matrix of the given set \( U \). We obtain a general solution to the orthogonalization problem via the substitution: \( A = M^{-\frac{1}{2}} B \) where \( B \) is an arbitrary unitary matrix. The specific choice \( B = I \) gives the Löwdin’s symmetric orthogonalization (LS): \( R = U M^{-\frac{1}{2}} \). We can analytically obtain the symmetric orthogonalization from the singular value decomposition: \( U = W \Sigma V^\top \). Then LS gives \( R = W V^\top \) as the orthogonal set for \( U \). LS has a unique property which the other orthogonalizations do not have. The orthogonal set resembles the original set in a nearest-neighbour sense. More specifically, LS guarantees that \( \sum_i \| R_i - U_i \|^2 \) (where \( R_i \) and \( U_i \) are the \( i \)-th column of \( R \) and \( U \), respectively) is minimized. Intuitively, LS indicates the gentlest pushing of the directions of the vectors in order to get them orthogonal to each other.

Discussion. These orthogonalization algorithms are fully differentiable and end-to-end trainable. For accurate orthogonality, these algorithms can be used repeatedly and unrolled with multiple steps. Empirically, one-step unrolling already works well. Given rotations can also construct the orthogonal matrix, but it requires traversing all lower triangular elements in the original set \( U \), which takes \( \mathcal{O}(n^2) \) complexity and is too costly. Interestingly, each orthogonalization encodes a unique inductive bias to the neurons by imposing implicit regularizations (e.g., least distance in Hilbert space for LS). Details about these orthogonalizations are in Appendix A. Unrolling orthogonalization has been considered in different scenarios [27, 69, 56]. More orthogonalization methods [41] can be applied in OPT, but exhaustively applying them to OPT is out of the scope of this paper.

3.4. Orthogonal Parameterization

A convenient way to ensure orthogonality while learning the matrix \( R \) is to use a special parameterization that inherently guarantees orthogonality. The exponential parameterization use \( R = \exp(W) \) (where \( \exp(\cdot) \) denotes the matrix exponential) to represent an orthogonal matrix from a skew-symmetric matrix \( W \). The Cayley parameterization (CP) is a Padé approximation of the exponential parameterization, and is a more natural choice due to its simplicity. CP uses the following transform to construct an orthogonal matrix \( R \) from a skew-symmetric matrix \( W: R = (I + W)(I - W)^{-1} \) where \( W = -W^\top \). We note that CP only produces the orthogonal matrices with determinant 1, which belong to the special orthogonal group and thus \( R \in SO(n) \). Specifically, it suffices to learn the upper or lower triangular of the matrix \( W \) with unconstrained optimization to obtain a desired orthogonal matrix \( R \). Cayley parameterization does not cover the entire orthogonal group and is less flexible in terms of representation power, which serves as an explicit regularization for the neurons.

3.5. Orthogonality-Preserving Gradient Descent

An alternative way to guarantee orthogonality is to modify the gradient update for the matrix \( R \). The idea is to initialize \( R \) with an arbitrary orthogonal matrix and then ensure each gradient update is to apply an orthogonal transformation to \( R \). It is essentially conducting gradient descent on the Stiefel manifold [44, 74, 75, 42, 3, 22, 33]. Given a matrix \( U(0) \in \mathbb{R}^{n \times n} \) that is initialized as an orthogonal matrix, we aim to construct an orthogonal transformation as the gradient update. We use the Cayley transform to compute a parametric curve on the Stiefel manifold \( \mathcal{M}_s = \{ U \in \mathbb{R}^{n \times n}: U^\top U = I \} \) with a specific metric via a skew-symmetric matrix \( W \) and use it as the update rule:

\[
Y(\lambda) = (I - \frac{\lambda}{2} W)^{-1} (I + \frac{\lambda}{2} W) U(\lambda), \quad U(\lambda+1) = Y(\lambda) \tag{3}
\]

where \( W = \nabla f(U(i)) U(i)^\top - \frac{1}{2} U(i) (U(i)^\top \nabla f(U(i)) U(i)^\top) \) and \( W = W - W^\top \). \( U(\cdot) \) denotes the orthogonal matrix in the \( i \)-th iteration. \( \nabla f(U(i)) \) denotes the original gradient of the loss function w.r.t. \( U(i) \). We term this gradient update as orthogonal-preserving gradient descent (OGD). To reduce the computational cost of the matrix inverse in Eq. 3, we use an iterative method [44] to approximate the Cayley transform without matrix inverse. We arrive at the fixed-point iteration:

\[
Y(\lambda) = U(i) + \frac{\lambda}{2} W(U(i) + Y(\lambda)) \tag{4}
\]

which converges to the closed-form Cayley transform with a rate of \( o(\lambda^{2+n}) \) (\( n \) is the iteration number). In practice, two iterations suffice for a reasonable approximation accuracy.

3.6. Relaxation to Orthogonal Regularization

Alternatively, we also consider relaxing the original optimization with an orthogonality constraint to an unconstrained optimization with orthogonality regularization (OR). Specifically, we remove the orthogonality constraint, and adopt an orthogonality regularization for \( R \), i.e., \( \| R^\top R - I \|_F^2 \). However, OR cannot guarantee the energy stays unchanged. Taking Eq. 1 as an example, the objective becomes

\[
\min_{R:u_i,v_i} \sum_{j=1}^m \mathcal{L}(y, \sum_{i=1}^n u_i (Re_i)^\top x_j) + \beta \| R^\top R - I \|_F^2 \tag{5}
\]

where \( \beta \) is a hyperparameter. This serves as a relaxation of the original OPT objective. Note that, OR is imposed to \( R \) instead of neurons and is quite different from the existing orthogonality regularization on neurons [54, 4, 27, 78, 7].

3.7. Refining the Initialization as Preprocessing

Minimizing the energy beforehand. Because we randomly initialize the neurons \( \{ \mathbf{v}_1, \ldots, \mathbf{v}_n \} \), there exists a variance that makes the hyperspherical energy deviate from
the minima even if the hyperspherical energy is minimal in a probabilistic sense. To further reduce the hyperspherical energy, we propose to refine the random initialization by minimizing its hyperspherical energy as a preprocessing step before the OPT training. Specifically, before feeding these neurons to OPT, we first minimize the hyperspherical energy of the initialized neurons with gradient descent (without fitting the training data). Moreover, since the randomly initialized neurons cannot guarantee to get rid of the collinearity redundancy as shown in [49] (i.e., two neurons are on the same line but have opposite directions), we can perform the half-space hyperspherical energy minimization [49].

Normalizing the neurons. The norm of the randomly initialized neurons may have some influence on OPT, serving a role similar to weighting the importance of different neurons. Moreover, the norm makes the hyperspherical energy less expressive to characterize the diversity of neurons, as discussed in Section 5.3. To make the coordinate frame (i.e. the rotation matrix $R$) truly independent of the relative positions of the neurons, we propose to normalize the neuron weights such that each neuron has unit norm. Because the weights of the neurons $\{v_1, \ldots, v_n\}$ are fixed during training and orthogonal matrices will not change the norm of the neurons, we only need to normalize the randomly initialized neuron weights as a preprocessing before the OPT training.

We have comprehensively evaluated both refinement strategies in Section 6.2 and verified their effectiveness. Note that the effectiveness of OPT is not dependent on these refinements. Our experiments do not use these refinements by default and the results show that OPT still performs well.

4. Towards Better Scalability for OPT

If the dimension of neurons becomes extremely large, then the orthogonal matrix to transform the neurons will also be large. Therefore, it may take large GPU memory and time to train the neural networks with the original OPT. To address this, we propose a scalable variant – stochastic OPT (S-OPT). The key idea of S-OPT is to randomly select some dimensions from the neurons in the same layer and construct a small orthogonal matrix to transform these dimensions together. The selection of dimensions is stochastic in each outer iteration, so a small orthogonal matrix is sufficient to cover all the neuron dimensions. S-OPT aims to approximate a large orthogonal transformation for all the neuron dimensions with many small orthogonal transformations for random subsets of these dimensions, which shares similar spirits with Givens rotation. The approximation will be more accurate when the procedure is randomized over many times. Fig. 3 compares the size of the orthogonal matrix in OPT and S-OPT. The orthogonal matrix in OPT is of size $d \times d$, while the orthogonal matrix in S-OPT is of size $p \times p$ where $p$ is usually much smaller than $d$. Most importantly, S-OPT can still preserve the low hyperspherical energy of neurons because of the following result.

**Theorem 2.** For $n$ $d$-dimensional neurons, selecting any $p$ ($p \leq d$) dimensions and applying an shared orthogonal transformation ($p \times p$ orthogonal matrix) to these $p$ dimensions of all neurons will not change the hyperspherical energy.

A description of S-OPT is given in Algorithm 1. S-OPT has outer and inner iterations. In each inner iteration, the training is almost the same as OPT, except that the orthogonal matrix transforms a subset of the dimensions and the learnable orthogonal matrix has to be re-initialized to an identity matrix. The selection of neuron dimension is randomized in every outer iteration such that all neuron dimensions can be sufficiently covered as the number of outer iterations increases. Therefore, given sufficient number of iterations, S-OPT will perform comparably to OPT, as empirically verified in Section 6.3. As a parallel direction to improve the scalability, we further propose a parameter-efficient OPT in Appendix I. This OPT variant explores structure priors in $R$ to improve parameter efficiency.

5. Intriguing Insights and Discussions

5.1. Local Landscape

We follow [43] to visualize the loss landscapes of both standard training and OPT in Fig. 4. For standard training, we perturb the parameter space of all the neurons (i.e., filters). For OPT, we perturb the parameter space of all the trainable matrices (i.e., $P$ in Fig. 2), because OPT does not directly learn neuron weights. The general idea is to use two random vectors (e.g., normal distribution) to perturb the parameter space and obtain the loss value with the perturbed network parameters. Details and full results about the visualization are given in Appendix E. The loss landscape of standard training has extremely sharp minima. The red region is very flat, leading to small gradients. In contrast, the loss landscape of OPT is much more smooth and convex with flatter minima, well matching the finding that flat minimizers generalize well [23, 8, 29]. Additional loss landscape visualization results in Appendix F (with uniform perturbation distributions) also support the same argument.

![Figure 3: S-OPT.](image)

![Figure 4: Training loss landscapes.](image)
We also show the landscape of testing error on CIFAR-100 in Fig. 5. Full results and details are in Appendix E. Compared to standard training, the testing error of OPT increases more slowly and smoothly while the network parameters move away from the minima, which indicates that the parameter space of OPT yields better robustness to perturbations.

5.2. Optimization and Generalization

We discuss why OPT may improve optimization and generalization. On one hand, [77] proves that once the neurons are hyperspherically diverse enough in a one-hidden-layer network, the training loss is on the order of the square norm of the gradient and the generalization error will have an additional term $O(1/\sqrt{m})$ where $m$ is the number of samples. This suggests that SGD-optimized networks with minimum hyperspherical energy (MHE) attained have no spurious local minima. Since OPT is guaranteed to achieve MHE in expectation, OPT-trained networks enjoy the inductive bias induced by MHE. On the other hand, [34, 1, 12, 45, 16] shows that over-parameterization in neural networks improves the first-order optimization, leads to better generalization, and imposes implicit regularizations. In the light of this, OPT also introduces over-parameterization to each neuron, which shares similar spirits with [46]. Specifically, one $d$-dimensional neuron has $d^2 + d$ parameters in OPT (with $d^2$ being layer-shared), compared to $d$ parameters in a standard neuron. Although OPT uses more parameters for a neuron in training, the equivalent number of parameters for a neuron stays unchanged and it will not affect testing speed.

5.3. Discussions

Over-parameterization. We delve deeper into the over-parameterization in the context of OPT. Its definition varies in different cases. OPT is over-parameterized in terms of training in the following sense. Although OPT-trained networks have the same effective number of parameters as the standard networks in testing, the OPT neuron is decomposed into two sets of parameters in training: orthogonal matrix and neuron weights. It means that the same set of parameters in a neural network can be represented by different sets of training parameters in OPT (i.e., different combinations of orthogonal matrices and neuron weights can lead to the same neural network). OPT is still over-parameterized even if we only count the number of learnable parameters. For a layer of $n \times d$-dimensional neurons, the number of learnable parameters in vanilla OPT is $\frac{d(d+1)}{2}$ in contrast to $n d$ in standard training. In prevailing architectures (e.g., ResNet [21]), the neuron dimension is far larger than the number of neurons.

Coordinate system and relative position. OPT shows that learning the coordinate system yields better generalization than learning neuron weights directly. This implies that the coordinate system is crucial to generalization. However, the relative position does not matter only when the hyperspherical energy is sufficiently low, indicating that the neurons need to be diverse enough on the unit hypersphere.

The effects of neuron norm. Because we will normalize the neuron norm when computing the hyperspherical energy, the effects of neuron norm will not be taken into consideration. Moreover, simply learning the orthogonal matrices will not change the neuron norm. Therefore, the neuron norm may affect the training. We use an extreme example to demonstrate the effects. Assume that one of the neurons has norm 1000 and the other neurons have norm 0.01. Then no matter what orthogonal matrices we have learned, the final performance will be bad. In this case, the hyperspherical energy can still be minimized to a very low value, but it cannot capture the norm distribution. Fortunately, such an extreme case is unlikely to happen, because we are using zero-mean Gaussian distribution to initialize the neuron and every neuron also has the same expected value for the norm. To eliminate the effects of norms, we can normalize the neuron weights in training, as proposed in Section 3.7.

6. Applications and Experimental Results

We put all the experimental settings and many additional results in Appendix D and Appendix I.K, respectively.

6.1. Ablation Study and Exploratory Experiments

Orthogonality. We evaluate whether orthogonality in OPT is necessary. We use 6-layer and 9-layer CNN (Appendix D) on CIFAR-100. Then we compare OPT with unconstrained over-parameterized training (UPT) which learns an unconstrained matrix $R$ (with weight decay) using the same network. In Table 1, “FN” denotes whether the randomly initialized neuron weights are fixed in training. “LR” denotes whether the learnable matrix $R$ is unconstrained (“U”) or orthogonal (“GS” for Gram-Schmidt process). Table 1 shows that without orthogonality, UPT performs much worse than OPT.

Fixed or learnable weights. From Table 1, we can see that using fixed neuron weights is consistently better than learnable neuron weights in both UPT and OPT. It indicates that fixing the neuron weights can well maintain low hyperspherical energy and is beneficial to empirical generalization.

Refining initialization. We evaluate two refinement methods in Section 3.7 for neuron initialization. First, we consider the hyperspherical energy minimization as a preprocessing for the neuron weights. Our experiment uses CNN-6 on CIFAR-100. Specifically, we run gradient descent for 5k
iterations to minimize the objective of MHE/HS-MHE [49] or CoMHE [47] before the training starts. Table 2 shows the hyperspherical energy before and after the preprocessing. All methods start with the same random initialization, so all hyperspherical energies start at 3.5109. Testing errors (%) in Table 2 show that the refinement well improves OPT. Although using advanced regularizations such as CoMHE as pre-processing can improve the performance significantly, we do not use them in the other experiments in order to keep our comparison fair and clean. More different ways to minimize the hyperspherical energy can also be considered [50].

We evaluate the second refinement strategy, i.e., neuron weight normalization. Section 5.3 has explained why normalizing the neuron weights may be useful. After initialization, we normalize all the neuron weights to 1. Since OPT does not change the neuron norm, the neuron will keep the norm as 1. More importantly, the hyperspherical energy will not be affected by the neuron normalization. We conduct classification with CNN-6 on CIFAR-100. Testing errors in Table 3 show that normalizing the neurons greatly improves OPT; validating our previous analysis. Note that, these two refinements are not used by default in other experiments.

**High vs. low energy.** We validate that high hyperspherical energy corresponds to inferior empirical generalization. To initialize high energy neurons, we use [20] and set the mean as 1e-3, 1e-2, 2e-2, and 3e-2. We experiment on CIFAR-100 with CNN-6. Table 4 (“N/C” denotes not converged) show that higher energy generalizes worse and also leads to difficulty in convergence. We see that a small change in energy can lead to a dramatic generalization gap.

**No BatchNorm.** We evaluate how OPT performs without BatchNorm (BN) [28]. We perform classification on CIFAR-100 with CNN-6. In Table 5, we see that all OPT variants consistently outperform both the baseline and HS-MHE [49] by a significant margin, validating that OPT can work well without BN. CP achieves the best error with more than 4% lower than standard training.

### 6.2. Empirical Evaluation on OPT

**Multi-layer perceptrons.** We evaluate OPT on MNIST with a 3-layer MLP. Appendix D gives specific settings. Table 6 shows the testing error with normal initialization (MLP-N) or Xavier initialization [14] (MLP-X). GS/HR/LS denote different orthogonalization unrolling. CP denotes Cayley parameterization. OGD denotes orthogonal-preserving gradient descent. OR denotes relaxed orthogonal regularization. All OPT variants outperform the others by a large margin.

**Convolutional networks.** We evaluate OPT with 6/9-layer plain CNNs and ResNet-20/32 [21] on CIFAR-100. Detailed settings are in Appendix D. All neurons (i.e., convolution kernels) are initialized by [20]. BatchNorm is used by default. Table 6 shows that all OPT variants outperform both baseline and HS-MHE by a large margin. HS-MHE puts the hyperspherical energy into the loss function and naively minimizes it along with the CNN. We observe that OPT (HR) performs the worse among all OPT variants partially because of its intensive unrolling computation. OPT (GS) achieves the best testing error on CNN-6/9, while OPT (CP) achieves the best testing error on ResNet-20/34, implying that different OPT encodes different inductive bias.

**Training dynamics.** We look into how hyperspherical energy and testing error changes in OPT. Fig. 6 shows that the energy of the baseline will increase dramatically at the beginning and then gradually go down, but it still stays in a high value in the end. HS-MHE well reduces the energy at the end of the training. In contrast, OPT variants always maintain very small energy in training. OPT with GS, CP and OGD keep exactly the same energy as the random initialization, while OPT (OR) slightly increases the energy due to relaxation. All OPT variants converge efficiently and stably.

**Large-scale learning.** To see how OPT performs in large-scale settings, we evaluate OPT on the large-scale ImageNet-2012 [62]. Specifically, we use OPT with OGD and CP to train a plain 10-layer CNN (Appendix D) on ImageNet. Note that, our purpose is to validate the superiority of OPT over the corresponding baseline rather than achieving state-of-the-art results. Table 7 shows that OPT (CP) reduces top-1 and top-5 error for the baseline by ~0.7% and ~0.9%, respectively.
**Few-shot recognition.** For evaluating OPT on cross-task generalization, we perform the few-shot recognition on Mini-ImageNet, following the same setup as [9]. Appendix D gives more detailed settings. We apply OPT with CP to train the baseline and baseline++ in [9], and immediately obtain improvements. Therefore, OPT-trained networks generalize well in this challenging scenario.

**Geometric learning.** We apply OPT to graph convolution network (GCN) [37] and point cloud network (PointNet) [57] for graph node and point cloud classification, respectively. The training of GCN and PointNet is conceptually similar to MLP, and the detailed training procedures are given in Appendix D. For GCN, we evaluate OPT on Cora and Pubmed datasets [63]. For PointNet, we conduct experiments on ModelNet-40 dataset [76]. Table 9 shows that OPT effectively improves both GCN and PointNet.

### 6.3. Empirical Evaluation on S-OPT

#### Convolutional networks.** S-OPT is a scalable OPT variant, and we evaluate its performance in terms of number of trainable parameters and testing error. Training parameters are learnable variables in training, and are different from model parameters in testing. In testing, all methods have the same number of model parameters. We perform classification on CIFAR-100 with CNN-6 and wide CNN-9. We also evaluate S-OPT with standard ResNet-18 on ImageNet. Detailed settings are in Appendix D. For S-OPT, we set the sampling dimension as 25% of the original neuron dimension in each layer. Table 10 shows that S-OPT achieves a good trade-off between accuracy and scalability. More importantly, S-OPT can be applied to large neural networks, making OPT more useful in practice. Additionally, Appendix I discusses an efficient parameter sharing for OPT.

#### Sampling dimensions.** We study how the sampling dimension \( p \) affects the performance by performing classification with wide CNN-9 on CIFAR-100. In Table 11, \( p = d/4 \) means that we randomly sample 1/4 of the original neuron dimension in each layer, so \( p \) may vary in different layer. \( p = 16 \) means that we sample 16 dimensions in each layer. Note that there are 25.6K parameters used for the final classification layer, which can not be saved in S-OPT. Table 11 shows that S-OPT can achieve highly competitive accuracy with a reasonably large \( p \).

### 6.4. Large Categorical Training

Previously, OPT is not applied to the final classification layer, since it makes little sense to fix random classifiers and learn an orthogonal matrix to transform them. However, learning the classification layer can be costly with large number of classes. The number of trainable parameters of the classification layer grows linearly with the number of classes. To address this, OPT can be used to learn the classification layer, because its number of trainable parameters only depends on the classifier dimension. To be fair, we only learn the last classification layer with OPT and the other layers are normally learned (CLS-OPT). The oracle learns the entire network normally. Experimental details are in Appendix D.

We intuitively compare the oracle and CLS-OPT by visualizing the deep MNIST features following [53]. The features are the direct outputs of CNN by setting the output dimension as 3. Fig. 7 shows that even if CLS-OPT fixes randomly initialized classifiers, it can still learn discriminative and separable deep features.

We evaluate its performance on ImageNet with 1K classes. We use ResNet-18 with different output dimensions (A:128, B:512). Table 12 gives the top-5 test error (%) and “Params” denotes the number of trainable parameters in the classification layer. CLS-OPT performs well with far less trainable parameters.

Since face datasets usually contain large number of identities [17], it is natural to apply CLS-OPT to learn face embeddings. We train on CASIA [80] which has 0.5M face images of 10,572 identities, and test on LFW [25]. Since the training and testing sets do not overlap, the task well evaluates the generalizability of learned features. All methods use CNN-20 [52] and standard softmax loss. We set the output feature dimension as 512 or 1024. Table 13 validates CLS-OPT’s effectiveness.

### 7. Concluding Remarks

We propose a novel training framework for neural networks. By parameterizing neurons with weights and a shared orthogonal matrix, OPT can provably achieve small hyperspherical energy and yield superior generalizability.
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