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Abstract

Recognition and reconstruction of residential floor plan

drawings are important and challenging in design, deco-

ration, and architectural remodeling fields. An automatic

framework is provided that accurately recognizes the struc-

ture, type, and size of the room, and outputs vectorized 3D

reconstruction results. Deep segmentation and detection

neural networks are utilized to extract room structural in-

formation. Key points detection network and cluster anal-

ysis are utilized to calculate scales of rooms. The vector-

ization of room information is processed through an itera-

tive optimization-based method. The system significantly in-

creases accuracy and generalization ability, compared with

existing methods. It outperforms other systems in floor plan

segmentation and vectorization process, especially inclined

wall detection.

1. Introduction

Architectural floor plans, scaled drawings of apartments

and building spaces, are utilized to assist users to dec-

orate rooms, design furniture layout and remodel indoor

spaces [14, 22]. Floor plan images, created by specific

professional designers and architects, are rendered from

vector-graphics representation, generated by AutoCAD [1],

Sketchup [7] and HomeStyler [3]. However, after the above

rasterization process, designers cannot modify the structure

of the room and redesign flexibly. Therefore, accurately

recovering vectorized information from pixel images be-

comes an urgent problem to be solved.

The above-mentioned problems have existed for

decades. The generalization ability of traditional methods is

weak, the whole process is difficult to automate, and a large

amount of manual participation is required. The recogni-

tion of floor plans needs to consider various information

as shown in Figure 1, such as room structure, type, sym-

bols, text and scale. In recent years, with the rapid devel-

opment of deep learning technology, related methods have

made great progress in generalization. However, it is still a

challenging problem to organically integrate various infor-

Figure 1. Pixel (top) and vector (bottom) floor plan image. The

pixel floor plan image (top) contains various information, such as

room structural elements (magenta), text (blue), symbols (cyan),

scales (yellow). The original image comes from HomeStyler [3].

mation and perform accurate vector reconstruction of the

actual physical size.

A novel floor plan recognition and reconstruction sys-

tem, based on deep learning, is proposed, which combines

the multi-modal information of floor plan images, such as

room structure, type, symbols, text and scale. The system

significantly outperforms existing methods, as shown in Ta-

ble 1. Furthermore, we propose a dataset containing 7000

annotated images of residential apartments.

Our approach to residential floor plan recognition and

reconstruction includes a number of technical contributions:

• An automatic framework for residential floor plan

recognition and reconstruction that accurately recog-

nizes the structure, type, and size of the room, and out-

puts vectorized 3D reconstruction results.

• An iterative optimization-based vectorization method

for floor plan images that can accurately extract hori-

zontal, vertical and inclined walls.

• A systematic method for recognizing the scale of floor

plan images that can assist the 3D reconstruction of

real physical size.

• The largest residential floor plan image dataset with
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detailed vectorized and pixel annotations.

2. Related work

Floor plan drawings are crucial in real estate and de-

sign area. Systems of analyzing floor plans have existed

for decades. Traditional methods [8, 9, 10] focus on di-

rectly processing low-level features. These systems pro-

duce a large number of hand-designed features and mod-

els. Ahmed et al. [10] introduce the idea of separation

of text and graphics to analyze floor plan. Erosion, dila-

tion and connected components detection are utilized to re-

move noise and extract text features. Wall information is

extracted according to the size of connected components,

vectorized methods, Hough transform and morphological

approaches [8, 13, 25]. Speeded Up Robust Feature (SURF)

is utilized to spot symbols [9], for instance, doors. Those

systems mentioned above bring the problem of insufficient

generalization ability. Thresholds and features are adjusted

frequently by handcrafted operations instead of automatic

methods.

With the development of deep learning techniques, the

method of obtaining room structure has made significant

process in generalization. Convolutional Neural Network

(CNN) can create and extract advanced features to enhance

the recognition performance of room elements [22, 29, 33].

Liu et al. [22] illustrate junctions of floor plans, for ex-

ample, corners of walls, could be recognized by CNN.

Combined with integer programming, a vectorized output

is achieved. However, the approach has limitations, for

instance, it is not able to detect inclined walls. Zeng et

al. [33] improve performance of system by improving the

loss function and adjusting the architecture of the deep neu-

ral network. Especially, room-boundary guided attention

mechanism is developed and utilized to enhance the perfor-

mance of pixel classification of floor plan images. Zhang et

al. [34] adopt direction-aware kernels and Generative Ad-

versarial Networks (GAN) to improve the efficiency and

accuracy of image segmentation tasks. The disadvantage

of [33] and [34] is that those methods do not obtain vector-

ized results that users can utilize. Also, text and symbols

information are not detected and utilized sufficiently.

Methods for extracting text and symbolic information

have developed significantly these years. Traditional meth-

ods [8, 10, 9] spend a huge amount of resources to elim-

inate noise before detecting symbols and text. However,

CNN proves that it is able to extract important features au-

tomatically. Generally, Faster R-CNN [27] is used to detect

sofa, closestool and other symbols [14, 29]. The disadvan-

tage is that it is difficult to detect small objects, which leads

to a decrease in network performance. Text is recognized

by optical character recognition (OCR) frameworks, such

as EAST [35] and CTPN [31]. Those OCR frameworks are

composed of LSTM [15] network and CNN, bringing com-

plexity to system.

Scale is a crucial part of a floor plan. Dodge et al. [14]

illustrate a method to recognize the area of a room through

text recognition. Combining with image segmentation re-

sults, scale could be calculated. This process may cause

additional errors due to incorrect pixel classification.

A few datasets are available for recognition of floor plan

images. Cubi-Casa5K [17], a dataset contains 5000 floor

plan images of Finland, is wildly used to train and evalu-

ate floor plan systems. However, the style is different from

Asian regions hugely. Rent3d (R3D) dataset [21] collects

215 floor plans drawing for researchers. Liu et al. [22] men-

tion they annotate 870 floor plan images manually to form a

dataset, named R2V. The number of images in dataset R3D

and R2V is far less than ours dataset.

3. RFP dataset

We have crawled 7,000 Residential Floor Plan (RFP)

data from Internet search engines, which are mainly home

floor plans of Chinese urban buildings. We manually

marked the starting endpoints, ending endpoints and thick-

ness of walls. Each part of the wall is represented by a

line with a width. We also marked the starting points, end-

ing points and thickness of doors, windows and doorways.

Doors, windows and doorways are all located on specific

walls. Each room is surrounded by multiple parts of walls,

and we manually marked the room type. Room types in-

clude living room, bedroom, bathroom, balcony, kitchen, li-

brary and others. We use rasterization to convert current an-

notations into pixel-by-pixel annotations, where each pixel

represents a type. Please refer to the supplementary material

for detailed annotations and statistics of the RFP dataset.

In the RFP dataset, 5,600 pictures were randomly se-

lected as the training set, and the remaining 1,400 pictures

were used as the test set. In addition, we selected 1,000 pic-

tures with a text description of the room type and marked

the room type. 1,000 pictures with furniture tags were se-

lected for manual annotation for the training and evaluation

of the symbol recognition model. 1,000 images with scales

were labeled to train and verify the scale calculation mod-

ule.

4. Method

Figure 2 is the schematic diagram of the entire recog-

nition and reconstruction system. Our system is divided

into two parts: recognition and reconstruction. The recog-

nition part is responsible for detecting the area of the floor

plan (Section 4.1), and identifying structural elements of

the building (Section 4.2), auxiliary text and symbols (Sec-

tion 4.3 ), and related scale information (Section 4.4) from

image pixels. The reconstruction part includes converting

the information obtained above into a vectorized expression
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Figure 2. System overview, which combines the multi-modal information of the floor plan, such as room structure, text, symbols and scale.

The original image comes from Lianjia [5]

(Section 4.5), and finally using a rule-based post-processing

method (Section 4.6) to determine the type of doors and

windows.

4.1. ROI detection

We observe that the effective floor plan area in the input

picture may only account for < 50% of the area. Please refer

to the attachment for statistics on the percentage of effective

floor plan area. Thereby, a detection network is utilized to

obtain a compact floor plan area, which is different from

previous related work [22, 33]. Most of the state-of-the-art

object detectors utilize deep learning networks. Consider-

ing the detection efficiency and accuracy, YOLOv4 [11] is

used as our basic detection model of region of interest (ROI)

detection module. It is a lightweight and widely used deep

neural architecture. The floor plan areas are detected by

ROI detection module, then cropped as the input of the next

modules.

4.2. Structural elements extraction

Similar to previous articles [33, 34], various kinds of

structural floor plan elements (walls, doors, windows, door-

ways, etc.), especially for nonrectangular shapes and walls

of nonuniform thickness, are expected to be recognized, as

well as rooms types in floor plans, e.g. living room, bed-

room, bathroom. Furthermore, the endpoints of doors, win-

dows and doorways are expected to be identified accurately.

The DeepLabv3+ [12] is adopted as our basic network.

The aspect ratio of ROI of images should be maintained

during resizing process. The input should be resized to

w � h. We set w = h = 512. The system takes a color

image of size w � h � 3 as input and outputs a feature

map of size w � h � (C + K ). The first C dimensions

(C = 12 for background, wall, door, window, doorway, liv-

ing room, bedroom, kitchen, bathroom, library, balcony and

other room) represent the prediction probability in seman-

tic segmentation; the last K dimensions (K = 3 for door,

window and doorway) represent the heatmap in endpoint

regression. Cross-entropy loss is frequently used in seman-

tic segmentation tasks, which lacks spatial discrimination

ability to distinguish between similar or mixed pixels [18].

We introduce affinity field loss [18] to incorporate struc-

tural reasoning into semantic segmentation. At the same

time, we use opening regression loss to regress the bound-

aries of different elements (doors, windows, doorways). Fi-

nally, a method, using a network to learn weights between

different tasks, is utilized [20]. It avoids those complex

and time-consuming manual adjustment steps. Specifically,

those weights are implicitly learned for each task through

the homoscedastic uncertainty term.

• Cross entropy loss: L ce =
P

i

P C
c � yi logpi (c)

where yi is the label of the i -th floor plan element and

pi (c) is the prediction probability of i -th pixel in cate-

gory c.

• Affinity field loss: If pixel i and its neighbor j have the

same categorical label, a grouping force is imposed to

encourage network predictions at i and j to be simi-
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