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Abstract

Many adversarial attacks have been proposed to inves-

tigate the security issues of deep neural networks. In the

black-box setting, current model stealing attacks train a

substitute model to counterfeit the functionality of the target

model. However, the training requires querying the target

model. Consequently, the query complexity remains high,

and such attacks can be defended easily. This study aims

to train a generalized substitute model called “Simulator”,

which can mimic the functionality of any unknown target

model. To this end, we build the training data with the form

of multiple tasks by collecting query sequences generated

during the attacks of various existing networks. The learn-

ing process uses a mean square error-based knowledge-

distillation loss in the meta-learning to minimize the dif-

ference between the Simulator and the sampled networks.

The meta-gradients of this loss are then computed and ac-

cumulated from multiple tasks to update the Simulator and

subsequently improve generalization. When attacking a

target model that is unseen in training, the trained Sim-

ulator can accurately simulate its functionality using its

limited feedback. As a result, a large fraction of queries

can be transferred to the Simulator, thereby reducing query

complexity. Results of the comprehensive experiments con-

ducted using the CIFAR-10, CIFAR-100, and TinyImageNet

datasets demonstrate that the proposed approach reduces

query complexity by several orders of magnitude compared

to the baseline method. The implementation source code is

released online1.

1. Introduction

Deep neural networks (DNNs) are vulnerable to adver-

sarial attacks [3, 13, 38], which add human-imperceptible

perturbations to benign images for the misclassification of

the target model. The study of adversarial attacks is crucial

in the implementation of robust DNNs [28]. Adversarial at-

tacks can be categorized into two types, namely, white-box

∗Corresponding author.
1https://github.com/machanic/SimulatorAttack
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Figure 1: The procedure of the Simulator Attack, where q1
and q2 are the corresponding perturbations for generating

query pairs in the attack (Algorithm 2). The queries of the

first t iterations are fed into the target model to estimate the

gradients. These queries and the corresponding outputs are

collected to fine-tune the Simulator, which is trained with-

out using the target model. The fine-tuned Simulator can ac-

curately simulate the unknown target model, thereby trans-

ferring the queries and improving overall query efficiency.

and black-box attacks. In the white-box attack setting, the

target model is fully exposed to the adversary. Thus, the per-

turbation can be crafted easily by using gradients [4, 13]. In

the black-box attack setting, the adversary only has partial

information of the target model, and adversarial examples

are crafted without any gradient information. Hence, black-

box attacks (i.e., query- and transfer-based attacks) are more

practical in real-world scenarios.

Query-based attacks focus on estimating gradients

through queries [6, 40, 19, 20]. These attacks are considered

highly effective because of their satisfactory attack success

rate. However, despite their practical merits, high query

complexity inevitably arises when estimating the approxi-

mate gradient with high precision, resulting in costly pro-

cedures. In addition, the queries are typically underutilized,
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i.e., the implicit but profound messages returned from the

target model are overlooked, because they are abandoned

after estimating the gradients. Thus, how to make full use

of the feedback of the target model to enhance the query

efficiency of attacks should be thoroughly investigated.

Transfer-based attacks generate adversarial examples by

using a white-box attack method on a source model to fool

the target model [24, 32, 10, 18]. Transfer-based attacks

have two disadvantages: (1) they cannot achieve a high suc-

cess rate, and (2) they are weak in a targeted attack. To

improve transferability, model stealing attacks train a local

substitute model to mimic the black-box model using a syn-

thetic dataset, in which the labels are given by the target

model through queries [39, 35, 33]. In this way, the differ-

ence between the substitute and the target model is mini-

mized, resulting in an increased attack success rate. How-

ever, such a training requires querying the target model.

Consequently, the query complexity increases and such at-

tacks can be defended easily by deploying a defense mecha-

nism (e.g., [34, 23]). Furthermore, the inevitable re-training

to substitute a new target model is an expensive process.

Hence, how to train a substitute model without the tar-

get model requirement is worthy of further exploration.

To eliminate the target model requirement in training, we

propose a novel meta-learning-based framework to learn a

generalized substitute model (i.e., “Simulator”) over many

different networks, thereby exploiting their characteristics

to achieve fast adaptation. Once trained and fine-tuned, the

Simulator can mimic the output of any target model that

is unseen in training, enabling it to eventually replace the

target model (Fig. 1). Specifically, the intermediate queries

of the real black-box attack are moved to the training stage,

thus allowing the Simulator to learn how to distinguish the

subtle differences among queries. All the training data are

reorganized into a format consisting of multiple tasks. Each

task is a small data subset consisting of a query sequence of

one network. In this system, a large number of tasks allow

the Simulator to experience the attacks of various networks.

We propose three components to optimize the general-

ization. First, a query-sequence level partition strategy is

adopted to divide each task into meta-train and meta-test

sets (Fig. 2) that match the iterations of fine-tuning and

simulation in the attack, respectively (Fig. 1). Second, the

mean square error (MSE)-based knowledge-distillation loss

carries out the inner and outer loops of meta-learning. Fi-

nally, the meta-gradients of a batch of tasks are computed

and then aggregated to update the Simulator and improve

generalization. These strategies well address the problem

of the target model requirement during training. In the at-

tack (named “Simulator Attack”), the trained Simulator is

fine-tuned using the limited feedback of the unknown target

model to accurately simulate its output, thereby transfer-

ring its query stress (Fig. 1). Therefore, the feedback of the

target model is fully utilized to improve query efficiency.

In the proposed approach, the elimination of target models

in training poses a new security threat, i.e., the adversary

with the minimal information about the target model can

also counterfeit this model for a successful attack.

In this study, we evaluate the proposed method us-

ing the CIFAR-10 [22], CIFAR-100 [22], and TinyIma-

geNet [37] datasets and compare it with natural evolution

strategies (NES) [19], Bandits [20], Meta Attack [12], ran-

dom gradient-free (RGF) [31], and prior-guided RGF (P-

RGF) [8]. Experimental results show that the Simulator At-

tack can significantly reduce query complexity compared

with the baseline method.

The main contributions of this work are summarized as

follows:

(1) We propose a novel black-box attack by training a

generalized substitute model named “Simulator”. The train-

ing uses a knowledge-distillation loss to carry out the meta-

learning between the Simulator and the sampled networks.

After training, the Simulator only requires a few queries to

accurately mimic any target model that is unseen in training.

(2) We identify a new type of security threat upon elim-

inating the target models in training: the adversary with the

minimal information about the target model can also coun-

terfeit this model for achieving the query-efficient attack.

(3) By conducting extensive experiments using the

CIFAR-10, CIFAR-100, and TinyImageNet datasets, we

demonstrate that the proposed approach achieves similar

success rates as those of state-of-the-art attacks but with an

unprecedented low number of queries.

2. Related Works

Query-based Attacks. Black-box attacks can be divided

into query- and transfer-based attacks. Query-based attacks

can be further divided into score- and decision-based attacks

based on how much returned information from the target

model can be used by the adversary. In score-based attacks,

the adversary uses the output scores of the target model to

generate adversarial examples. Most score-based attacks

estimate the approximate gradient through zeroth-order op-

timizations [6, 2]. Then, the adversary can optimize the

adversarial example with the estimated gradient. Although

this type of approach can deliver a successful attack, it re-

quires a large number of queries as each pixel needs two

queries. Several improved methods have been introduced in

the literature to reduce query complexity by using the prin-

cipal components of the data [2], a latent space with reduced

dimension [40], prior gradient information [20, 26], random

search [14, 1], and active learning [36]. Decision-based at-

tacks [5, 7] only use the output label of the target model. In

this study, we focus on the score-based attacks.

Transfer-based Attacks. Transfer-based attacks generate

adversarial examples on a source model and then transfer
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them to the target model [24, 10, 18]. However, this type

of attack cannot achieve a high success rate due to the large

difference between the source model and the target model.

Many efforts, including the use of model stealing attacks,

have been made to improve the attack success rate. The

original goal of model stealing attacks is to replicate the

functionality of public service [41, 39, 29, 33]. Papernot et

al. [35] expands the scope of use of model stealing attacks.

They train a substitute model using a synthetic dataset la-

beled by the target model. Then, this substitute is used to

craft adversarial examples. In this study, we focus on train-

ing a substitute model without using the target model.

Meta-learning. Meta-learning is useful in few-shot classi-

fication. It trains a meta-learner that can adapt rapidly to

new environments with only a few samples. Ma et al. [27]

propose MetaAdvDet to detect new types of adversarial at-

tacks with high accuracy in order to utilize meta-learning

in the adversarial attack field. The Meta Attack [12] trains

an auto-encoder to predict the gradients of a target model to

reduce the query complexity. However, its auto-encoder is

only trained on natural image and gradient pairs and not on

data from real attacks. Hence its prediction accuracy is not

satisfied in the attack. The prediction of the large gradient

map is also difficult for its lightweight auto-encoder. Thus,

the Meta Attack only extracts the gradients with the top-128

values to update examples, resulting in poor performance.

In comparison, the proposed Simulator in the current study

is trained with knowledge-distillation loss for logits predic-

tion; hence, the performance is not affected by the resolu-

tion of images. In addition, the training data are query se-

quences of black-box attacks, which are divided into meta-

train set and meta-test set. The former corresponds to the

fine-tuning iterations and the latter corresponds to simula-

tion iterations in the attack. These strategies connect the

training and the attack seamlessly to maximize the perfor-

mance.

3. Method

3.1. Task Generation

During an attack, the trained Simulator must accurately

simulate the outputs of any unknown target model when

the feeding queries are only slightly different from one an-

other. To this end, the Simulator should learn from the

real attack, i.e., the intermediate data (query sequences and

outputs) generated in the attacks of various networks. For

this purpose, several classification networks N1, . . . ,Nn are

collected to construct the training tasks, creating a huge

simulation environment to improve the general simulation

capability (Fig. 2). Each task contains V query pairs

Q1, . . . , QV

(

Qi ∈ R
D, i ∈ {1, · · · , V }

)

, where D is the

image dimensionality. These pairs are generated by us-

ing Bandits to attack a randomly selected network. The

data sources used by Bandits can be any image downloaded

from the Internet. In this study, we use the training sets of

the standard datasets with different data distributions from

the tested images. Each task is divided into two subsets,

namely, the meta-train setDmtr, which consists of the first t
query pairs Q1, . . . , Qt, and the meta-test setDmte with the

following query pairs Qt+1, . . . , QV . The former is used in

the inner-update step of the training corresponding to the

fine-tuning step in the attack stage. The latter corresponds

to the attack iterations of using the Simulator as the sub-

stitute (Fig. 1). This partition connects the training and at-

tack stages seamlessly. The logits outputs of N1, . . . ,Nn are

termed as “pseudo labels”. All query sequences and pseudo

labels are cached in the hard drive to accelerate training.

3.2. Simulator Learning

Initialization. Algorithm 1 and Fig. 2 present the training

procedure. In the training, we sample K tasks randomly to

form a mini-batch. At the beginning of learning each task,

the Simulator M reinitializes its weights using the weights

θ learned by the last mini-batch. These weights are kept for

computing meta-gradients in the outer-update step.

Meta-train. M performs the gradient descent on the meta-

Algorithm 1 Training procedure of the Simulator

Input: Training dataset D, Bandits attack algorithm A,

pre-trained classification networks N1, . . . ,Nn, the Sim-

ulator network M and its parameters θ, feed-forward

function f of M, loss function L(·, ·) defined in Eq. (1).

Parameters: Training iterations N , query sequence size

V , meta-train set size t, batch size K, inner-update learn-

ing rate λ1, outer-update learning rate λ2, inner-update

iterations T .

Output: The learned Simulator M.

1: for iter ← 1 to N do

2: sample K benign images x1, . . . , xK from D
3: for k ← 1 to K do ⊲ iterate over K tasks

4: a network Ni ← sample from N1, . . . ,Nn

5: Q1, . . . , QV ← A(xk,Ni) ⊲ query sequence

6: Dmtr ← Q1, . . . , Qt

7: Dmte ← Qt+1, . . . , QV

8: p
train

← Ni(Dmtr)
9: p

test
← Ni(Dmte) ⊲ pseudo labels

10: θ′ ← θ ⊲ reinitialize M’s weights

11: for j ← 1 to T do

12: θ′ ← θ′ − λ1 · ∇θ′L (fθ′ (Dmtr) ,ptrain
)

13: end for

14: Li ← L (fθ′ (Dmte) ,ptest
)

15: end for

16: θ ← θ − λ2 ·
1
K

∑K
i=1∇θLi ⊲ the outer update

17: end for

18: return M
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Figure 2: The procedure of training the Simulator in one mini-batch. Here, the sequences of query pairs generated during

the attacks are collected as training data and then reorganized into multiple tasks. Each task contains the data generated from

attacking one network and is further divided into meta-train set and meta-test set. Next, the Simulator network M reinitializes

its weights to θ at the beginning of learning each task, after which it subsequently trains on the meta-train set. After several

iterations (inner update), M converges and its weights are updated to θ′. The meta-gradients of M are computed based on the

meta-test sets of K tasks and are then accumulated to update M (the outer update). The updated M is prepared for the next

mini-batch learning. Finally, the learned Simulator can simulate any unknown black-box model using limited queries in the

attack stage.

train set Dmtr for several iterations (the inner update). This

step is similar to training a student model in a knowledge

distillation, which matches the fine-tuning step of the attack.

Meta-test. After several iterations, M’s weights are up-

dated to θ′. Then, the loss Li is computed based on

meta-test set of the i-th task with θ′. Afterwards, the

meta-gradient ∇θLi is calculated as a higher-order gradi-

ent. Then, ∇θL1, . . . ,∇θLK of K tasks are averaged as
1
K

∑K
i=1∇θLi for updating M (the outer update), thus en-

abling M to learn the general simulation capability.

Loss Function. In the training, we adopt a knowledge-

distillation-fashioned loss to induce the Simulator to output

a similar prediction with the sampled network Ni, which we

use in both the inner and outer steps. Given the two queries

Qi,1 and Qi,2 of the i-th query pair Qi generated by Ban-

dits2, where i ∈ {1, . . . , n} and n represents the number

of query pairs in the meta-train or meta-test set. The logits

outputs of the Simulator and Ni are denoted as p̂ and p, re-

spectively. The MSE loss function defined in Eq. (1) pushes

the predictions of the Simulator and the pseudo label closer.

L(p̂,p) =
1

n

n
∑

i=1

(

p̂Qi,1
−pQi,1

)2
+
1

n

n
∑

i=1

(

p̂Qi,2
−pQi,2

)2

(1)

3.3. Simulator Attack

Algorithm 2 shows the Simulator Attack under the ℓp
norm constraint. The query pairs of the first t iterations are

2Bandits attack requires two queries in the finite difference for estimat-

ing a gradient. Thus, a query pair is generated in each iteration.

fed to the target model (the warm-up phase). These queries

and corresponding outputs are collected into a double-

ended queue D. Then, D drops the oldest item once it is

full, which is beneficial in terms of focusing on new queries

when fine-tuning M using D. After warm-up, subsequent

queries are fed into the target model every m iterations,

and the fine-tuned M takes the rest. To be consistent with

training, the gradient estimation steps follow that of Ban-

dits. The attack objective loss function shown in Eq. (2) is

maximized during the attack:

L(ŷ, t) =

{

maxj 6=t ŷj − ŷt, if untargeted attack;

ŷt −maxj 6=t ŷj , if targeted attack;
(2)

where ŷ represents the logits output of the Simulator or the

target model, t is the target class in the targeted attack or the

true class in the untargeted attack, and j indexes the other

classes.

3.4. Discussion

During an attack, the Simulator must accurately simulate

the outputs when feeding queries of the real attack. Thus,

the Simulator is trained on the intermediate data of the real

attack in a knowledge-distillation manner. None of exist-

ing meta-learning methods learn a simulator in this way, as

they all focus on the few-shot classification or reinforce-

ment learning problems. In addition, Algorithm 2 alter-

nately feeds queries to M and the target model to learn the

latest queries. The periodic fine-tuning is crucial in achiev-

ing a high success rate when faced with a difficult attack

(e.g., the result of the targeted attack in Fig. 3b).

11838



Algorithm 2 Simulator Attack under the ℓp norm constraint

Input: Input image x ∈ R
D where D is the image dimen-

sionality, true label y of x, feed-forward function f of

target model, Simulator M, attack objective loss L(·, ·).
Parameters: Warm-up iterations t, simulator-predict inter-

val m, Bandits exploration τ , finite difference probe δ,

OCO learning rate ηg , image learning rate η.

Output: xadv that satisfies ‖xadv − x‖p ≤ ǫ.

1: Initialize the adversarial example xadv ← x
2: Initialize the gradient to be estimated g← 0

3: Initialize D← deque(maxlen = t) ⊲ a bounded

double-ended queue with maximum length of t, adding

a full D leads it to drop its oldest item automatically.

4: for i← 1 to N do

5: u← N (0, 1
D
I) ⊲ the same dimension with x

6: q1← g + τu, q2← g − τu
7: q1← q1/‖q1‖2, q2← q2/‖q2‖2
8: if i ≤ t or (i− t) mod m = 0 then

9: ŷ1 ← f(xadv + δ · q1)
10: ŷ2 ← f(xadv + δ · q2)
11: {xadv + δ · q1, ŷ1, xadv + δ · q2, ŷ2} append D

12: if i ≥ t then

13: Fine-tune M using D ⊲ fine-tune M every

m iterations after the warm-up phase.

14: end if

15: else

16: ŷ1 ←M(xadv+δ ·q1), ŷ2 ←M(xadv+δ ·q2)
17: end if

18: ∆g ←
L(ŷ1,y)−L(ŷ2,y)

τδ
u

19: if p = 2 then

20: g← g + ηg ·∆g

21: xadv ←
∏

B2(x,ǫ)
(xadv + η · g

‖g‖2
) ⊲

∏

Bp(x,ǫ)

denotes the ℓp norm projection under ℓp norm bound.

22: else if p =∞ then ⊲ using the exponentiated

gradient update [20] in the ℓ∞ norm attack as follows.

23: ĝ← g+1

2

24: g← ĝ·exp(ηg·∆g)−(1−ĝ)·exp(−ηg·∆g)
ĝ·exp(ηg·∆g)+(1−ĝ)·exp(−ηg·∆g)

25: xadv ←
∏

B∞(x,ǫ)(xadv + η · sign(g))

26: end if

27: xadv ← Clip(xadv, 0, 1)
28: end for

29: return xadv

4. Experiment

4.1. Experiment Setting

Dataset and Target Models. We conduct the experiments

using the CIFAR-10 [22], CIFAR-100 [22], and TinyIm-

ageNet [37] datasets. Following previous studies [44],

1,000 tested images are randomly selected from their val-

idation sets for evaluation. In the CIFAR-10 and CIFAR-

100 datasets, we follow Yan et al. [44] to select the target

models: (1) a 272-layer PyramidNet+Shakedrop network

(PyramidNet-272) [15, 43] trained using AutoAugment [9];

(2) a model obtained via neural architecture search called

GDAS [11]; (3) a WRN-28 [45] with 28 layers and 10

times width expansion; and (4) a WRN-40 with 40 lay-

ers. In the TinyImageNet dataset, we select ResNeXt-101

(32x4d) [42], ResNeXt-101 (64x4d), and DenseNet-121

[17] with a growth rate of 32.

Method Setting. In the training, we generate the query

sequence data Q1, . . . , Q100 in each task. The meta-train

set Dmtr contains Q1, . . . , Q50, and the meta-test set Dmte

consists of Q51, . . . , Q100. We select ResNet-34 [16] as

the backbone of the Simulator, which we trained for three

epochs over 30,000 tasks. Here, 30 sampled tasks consti-

tute a mini-batch. Training each Simulator with an NVIDIA

Tesla V100 GPU lasted for 72 hours. The fine-tune iteration

number is set to 10 in the first fine-tuning and then reduced

to a random number from 3 to 5 for subsequent ones. In the

targeted attacks, we set the target class to yadv = (y + 1)
mod C for all attacks, where yadv is the target class, y is

the true class, and C is the class number. Following previ-

ous studies [8, 44], we use the attack success rate as well as

the average and median values of queries as the evaluation

metrics. Table 1 presents the default parameters.

Pre-trained Networks. In order to evaluate the capability

of simulating unknown target models, we ensure that the se-

lection of N1, . . . ,Nn in Algorithm 1 is different from the

target models. A total of 14 networks are selected in the

CIFAR-10 and CIFAR-100 datasets, and 16 networks are

selected for the TinyImageNet dataset. The details can be

found in the supplementary material. In experiments involv-

ing attacks of defensive models, we re-train the Simulator

by removing the data of ResNet networks. This is because

the defensive models adopt a backbone of ResNet-50.

Compared Methods. The compared methods include

NES [19], Bandits [20], Meta Attack [12], RGF [31], and

P-RGF [8]. Bandits is selected as the baseline. To ensure

a fair comparison, the training data (i.e., images and gradi-

ents) of the Meta Attack are generated by directly using the

pre-trained classification networks of the present study. We

translate the codes of NES, RGF, and P-RGF from the of-

ficial implementations of TensorFlow into the PyTorch ver-

sion for the experiments. P-RGF improves RGF query effi-

ciency by utilizing a surrogate model, which adopts ResNet-

110 [16] in the CIFAR-10 and CIFAR-100 datasets and

ResNet-101 [16] in the TinyImageNet dataset. We exclude

the experiments of RGF and P-RGF in the targeted attack

experiments, because their official implements only support

untargeted attacks. All methods are limited to the maximum

of 10,000 queries in both untargeted and targeted attacks.

We set the same ǫ values for all attacks, which are 4.6 and

8/255 in the ℓ2 norm attack and ℓ∞ norm attack, respec-
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name default description

λ1 of the inner update 0.01 learning rate in the inner update.

λ2 of the outer update 0.001 learning rate in the outer update.

maximum query times 10,000 the limitation of queries of each sample.

ǫ of ℓ2 norm attack 4.6 the maximum distortion in ℓ2 norm attack.

ǫ of ℓ∞ norm attack 8/255 the maximum distortion in ℓ∞ norm attack.

η of ℓ2 norm attack 0.1 the image learning rate for updating image.

η of ℓ∞ norm attack 1/255 the image learning rate for updating image.

ηg of ℓ2 norm attack 0.1 OCO learning rate for updating g.

ηg of ℓ∞ norm attack 1.0 OCO learning rate for updating g.

inner-update iterations 12 update iterations of learning meta-train set.

simulator-predict interval 5 the prediction iteration’s interval of M.

warm-up iterations t 10 the first t iterations of the attack.

deque D’s length 10 the maximum length of D.

Table 1: The default parameters setting of Simulator Attack.

Target Model Method Avg. Query Med. Query Max Query Success Rate

PyramidNet-272

Rnd init Simulator 105 52 1470 100%

Vanilla Simulator 102 52 1374 100%

Simulator Attack 92 52 834 100%

Table 2: Comparison of different simulators by perform-

ing ℓ2 norm attack on the CIFAR-10 dataset. The Rnd init

Simulator uses an untrained ResNet-34 as the simulator; the

Vanilla Simulator uses a ResNet-34 that is trained without

using meta-learning as the simulator.

tively. The detailed configurations of all compared methods

are provided in the supplementary material.

4.2. Ablation Study

The ablation study is conducted to validate the benefit of

meta training and determine the effects of key parameters.

Meta Training. We validate the benefits of meta training

by equipping with different simulators in the proposed al-

gorithm. Simulator M is replaced with two networks for

comparison, i.e., Rnd init Simulator: a randomly initialized

ResNet-34 network without training, and Vanilla Simulator:

a ResNet-34 network trained on the data of the present study

but without using meta-learning. Table 2 shows the exper-

imental results, which indicate that the Simulator Attack is

able to achieve the minimum number of queries, thereby

confirming the benefit of meta training. To inspect the sim-

ulation capacity in detail, we calculate the average MSE be-

tween outputs of simulators and the target model at different

attack iterations (Fig. 3a). As indicated by the results, the

Simulator Attack achieves the lowest MSE at most itera-

tions, thus exhibiting its satisfactory simulation capability.

In control experiments, we check the effects of the key

parameters of the Simulator Attack by adjusting one param-

eter while keeping others fixed, as listed in Table 1. The

corresponding results are shown in Figs. 3b, 3c, and 3d.

Simulator-Predict Interval m. This parameter is the iter-

ation interval that uses Simulator M to make predictions.

A larger m results in fewer opportunities to fine-tune M.

When this happens, the Simulator cannot accurately simu-

late the target model in case of a difficult attack (e.g., the
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(d) deque’s maximum length

Figure 3: We conduct ablation studies of the simulation’s

precision, simulator-predict interval, warm-up iterations,

and deque D’s maximum length by attacking a WRN-28

model in the CIFAR-10 dataset. The results indicate the

following: (1) the meta training is beneficial for achieving

an accurate simulation (Fig. 3a), (2) a difficult attack (e.g.,

targeted attack) requires a small simulator-predict interval

(Fig. 3b), and (3) more warm-up iterations cause higher

average queries (Fig. 3c).

targeted attack in Fig. 3b), resulting in a low success rate.

Warm-up. As shown in Fig. 3c, more warm-up iterations

lead to a higher average query, because more queries are fed

into the target model in the warm-up phase.

4.3. Comparisons with State­of­the­Art Methods

Results of Attacks on Normal Models. In this study, the

normal model is the classification model without the de-

fensive mechanism. We conduct experiments on the tar-

get models described in Section 4.1. Tables 3 and 4 show

the results of the CIFAR-10 and CIFAR-100 datasets, re-

spectively, whereas Tables 6 and 7 present the results of the

TinyImageNet dataset. The results reveal the following: (1)

the Simulator Attack can gain up to 2× reduction in the av-

erage and median values of the queries compared with the

baseline Bandits, and (2) the Simulator Attack can obtain

significantly fewer queries and a higher attack success rate

than the Meta Attack [12] (e.g., the low success rates of

Meta Attack in Tables 6 and 7). The poor performance of

the Meta Attack can be attributed to its high-cost gradient

estimation (specifically the use of ZOO [6]).

Experimental Figures. Tables 3, 4, 6, and 7 show the re-

sults obtained after setting the maximum number of queries

to 10,000. To further inspect the attack success rates at dif-

ferent maximum queries, we perform ℓ∞ norm attacks by
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Dataset Norm Attack Attack Success Rate Avg. Query Median Query

PyramidNet-272 GDAS WRN-28 WRN-40 PyramidNet-272 GDAS WRN-28 WRN-40 PyramidNet-272 GDAS WRN-28 WRN-40

CIFAR-10

ℓ2

NES [19] 99.5% 74.8% 99.9% 99.5% 200 123 159 154 150 100 100 100

RGF [31] 100% 100% 100% 100% 216 168 153 150 204 152 102 152

P-RGF [8] 100% 100% 100% 100% 64 40 76 73 62 20 64 64

Meta Attack [12] 99.2% 99.4% 98.6% 99.6% 2359 1611 1853 1707 2211 1303 1432 1430

Bandits [20] 100% 100% 100% 100% 151 66 107 98 110 54 80 78

Simulator Attack 100% 100% 100% 100% 92 34 48 51 52 26 34 34

ℓ∞

NES [19] 86.8% 71.4% 74.2% 77.5% 1559 628 1235 1209 600 300 400 400

RGF [31] 99% 93.8% 98.6% 98.8% 955 646 1178 928 668 460 663 612

P-RGF [8] 97.3% 97.9% 97.7% 98% 742 337 703 564 408 128 236 217

Meta Attack [12] 90.6% 98.8% 92.7% 94.2% 3456 2034 2198 1987 2991 1694 1564 1433

Bandits [20] 99.6% 100% 99.4% 99.9% 1015 391 611 542 560 166 224 228

Simulator Attack 96.5% 99.9% 98.1% 98.8% 779 248 466 419 469 83 186 186

CIFAR-100

ℓ2

NES [19] 92.4% 90.2% 98.4% 99.6% 118 94 102 105 100 50 100 100

RGF [31] 100% 100% 100% 100% 114 110 106 106 102 101 102 102

P-RGF [8] 100% 100% 100% 100% 54 46 54 73 62 62 62 62

Meta Attack [12] 99.7% 99.8% 99.4% 98.4% 1022 930 1193 1252 783 781 912 913

Bandits [20] 100% 100% 100% 100% 58 54 64 65 42 42 52 53

Simulator Attack 100% 100% 100% 100% 29 29 33 34 24 24 26 26

ℓ∞

NES [19] 91.3% 89.7% 92.4% 89.3% 439 271 673 596 204 153 255 255

RGF [31] 99.7% 98.8% 98.9% 98.9% 385 420 544 619 256 255 357 357

P-RGF [8] 99.3% 98.2% 98% 97.8% 308 220 371 480 147 116 136 181

Meta Attack [12] 99.7% 99.8% 97.4% 97.3% 1102 1098 1294 1369 912 911 1042 1040

Bandits [20] 100% 100% 99.8% 99.8% 266 209 262 260 68 57 107 92

Simulator Attack 100% 100% 99.9% 99.9% 129 124 196 209 34 28 58 54

Table 3: Experimental results of untargeted attack in CIFAR-10 and CIFAR-100 datasets.

Dataset Norm Attack Attack Success Rate Avg. Query Median Query

PyramidNet-272 GDAS WRN-28 WRN-40 PyramidNet-272 GDAS WRN-28 WRN-40 PyramidNet-272 GDAS WRN-28 WRN-40

CIFAR-10

ℓ2

NES [19] 93.7% 95.4% 98.5% 97.7% 1474 1515 1043 1088 1251 999 881 882

Meta Attack [12] 92.2% 97.2% 74.1% 74.7% 4215 3137 3996 3797 3842 2817 3586 3329

Bandits [20] 99.7% 100% 97.3% 98.4% 852 718 1082 997 458 538 338 399

Simulator Attack (m=3) 99.1% 100% 98.5% 95.6% 896 718 990 980 373 388 217 249

Simulator Attack (m=5) 97.6% 99.9% 96.4% 94% 815 715 836 793 368 400 206 245

ℓ∞

NES [19] 63.8% 80.8% 89.7% 88.8% 4355 3942 3046 3051 3717 3441 2535 2592

Meta Attack [12] 75.6% 95.5% 59% 59.8% 4960 3461 3873 3899 4736 3073 3328 3586

Bandits [20] 84.5% 98.3% 76.9% 79.8% 2830 1755 2037 2128 2081 1162 1178 1188

Simulator Attack (m=3) 80.9% 97.8% 83.1% 82.2% 2655 1561 1855 1806 1943 918 1010 1018

Simulator Attack (m=5) 78.7% 96.5% 80.8% 80.3% 2474 1470 1676 1660 1910 917 957 956

CIFAR-100

ℓ2

NES [19] 87.6% 77% 89.3% 87.6% 1300 1405 1383 1424 1102 1172 1061 1049

Meta Attack [12] 86.1% 88.7% 63.4% 43.3% 4000 3672 4879 4989 3457 3201 4482 4865

Bandits [20] 99.6% 100% 98.9% 91.5% 1442 847 1645 2436 1058 679 1150 1584

Simulator Attack (m=3) 99.3% 100% 98.6% 92.6% 921 724 1150 1552 666 519 779 1126

Simulator Attack (m=5) 97.8% 99.6% 95.7% 83.9% 829 679 1000 1211 644 508 706 906

ℓ∞

NES [19] 72.1% 66.8% 68.4% 69.9% 4673 5174 4763 4770 4376 4832 4357 4508

Meta Attack [12] 80.4% 81.2% 57.6% 40.1% 4136 3951 4893 4967 3714 3585 4609 4737

Bandits [20] 81.2% 92.5% 72.4% 56% 3222 2798 3353 3465 2633 2132 2766 2774

Simulator Attack (m=3) 89.4% 94.2% 79% 64.3% 2732 2281 3078 3238 1854 1589 2185 2548

Simulator Attack (m=5) 83.7% 91.4% 74.2% 60% 2410 2134 2619 2823 1754 1572 2080 2270

Table 4: Experimental results of targeted attack in CIFAR-10 and CIFAR-100 datasets, where m is simulator-predict interval.

limiting the different maximum queries of each adversarial

example. The superiority of the proposed approach in terms

of attack success rate is shown in Fig. 4. Meanwhile, Fig. 5

demonstrates the average number of queries that reaches

different desired success rates. Fig. 5 reveals that the pro-

posed approach is more query-efficient than other attacks

and that the gap is amplified for higher success rates.

Results of Attacks on the Defensive Models. Table 5

shows the experimental results obtained after attacking the

defensive models. ComDefend (CD) [21] and Feature Dis-

tillation (FD) [25] are equipped with a denoiser to trans-

form the input images to their clean versions before feeding
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(b) R32 in TinyImageNet

Figure 4: Comparison of the attack success rate at differ-

ent limited maximum queries in untargeted attack under ℓ∞
norm, where R32 indicates ResNext-101 (32×4d).

to the target model. Prototype conformity loss (PCL) [30]
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Dataset Attack Attack Success Rate Avg. Query Median Query

CD [21] PCL [30] FD [25] Adv Train [28] CD [21] PCL [30] FD [25] Adv Train [28] CD [21] PCL [30] FD [25] Adv Train [28]

CIFAR-10

NES [19] 60.4% 65% 54.5% 16.8% 1130 728 1474 858 400 150 450 200

RGF [31] 48.7% 82.6% 44.4% 22.4% 2035 1107 1717 973 1071 306 768 510

P-RGF [8] 62.8% 80.4% 65.8% 22.4% 1977 1006 1979 1158 1038 230 703 602

Meta Attack [12] 26.8% 77.7% 38.4% 18.4% 2468 1756 2662 1894 1302 1042 1824 1561

Bandits [20] 44.7% 84% 55.2% 34.8% 786 776 832 1941 100 126 114 759

Simulator Attack 54.9% 78.2% 60.8% 32.3% 433 641 391 1529 46 116 50 589

CIFAR-100

NES [19] 78.1% 87.9% 77.6% 23.1% 892 429 1071 865 300 150 250 250

RGF [31] 50.2% 95.5% 62% 29.2% 1753 645 1208 1009 765 204 408 510

P-RGF [8] 54.2% 96.1% 73.4% 28.8% 1842 679 1169 1034 815 182 262 540

Meta Attack [12] 20.8% 93% 59% 27% 2084 1122 2165 1863 781 651 1043 1562

Bandits [20] 54.1% 97% 72.5% 44.9% 786 321 584 1609 56 34 32 484

Simulator Attack 72.9% 93.1% 80.7% 35.6% 330 233 250 1318 30 22 24 442

TinyImageNet

NES [19] 69.5% 73.1% 33.3% 23.7% 1775 863 2908 945 850 250 1600 200

RGF [31] 31.3% 91.8% 9.1% 34.7% 2446 1022 1619 1325 1377 408 765 612

P-RGF [8] 37.3% 91.8% 25.9% 34.4% 1946 1065 2231 1287 891 436 985 602

Meta Attack [12] 4.5% 75.8% 3.7% 20.1% 1877 2585 4187 3413 912 1792 2602 2945

Bandits [20] 39.6% 95.8% 12.5% 49% 893 909 1272 1855 85 206 193 810

Simulator Attack 43% 84.2% 21.3% 42.5% 377 586 746 1631 32 148 157 632

Table 5: Experimental results after performing the ℓ∞ norm attacks on defensive models, where CD represents ComDefend

[21], FD is Feature Distillation [25], and PCL is prototype conformity loss [30].

Attack Attack Success Rate Avg. Query Median Query

D121 R32 R64 D121 R32 R64 D121 R32 R64

NES [19] 74.3% 45.3% 45.5% 1306 2104 2078 510 765 816

RGF [31] 96.4% 85.3% 87.4% 1146 2088 2087 667 1280 1305

P-RGF [8] 94.5% 83.9% 85.9% 883 1583 1581 448 657 690

Meta Attack [12] 71.1% 33.8% 36% 3789 4101 4012 3202 3712 3649

Bandits [20] 99.2% 94.1% 95.3% 964 1737 1662 520 954 1014

Simulator Attack 99.4% 96.8% 97.9% 811 1380 1445 431 850 878

Table 6: Experimental results of untargeted attack under ℓ∞
norm in TinyImageNet dataset. D121: DenseNet-121, R32:

ResNeXt-101 (32×4d), R64: ResNeXt-101 (64×4d).

Attack Attack Success Rate Avg. Query Median Query

D121 R32 R64 D121 R32 R64 D121 R32 R64

NES [19] 88.5% 88% 88.2% 4625 4959 4758 4337 4703 4440

Meta Attack [12] 24.2% 21% 18.2% 5420 5440 5661 5506 5249 5250

Bandits [20] 85.1% 72.2% 72.4% 2724 3550 3542 1860 2700 2854

Simulator Attack 89.8% 84.9% 83.9% 1959 2558 2488 1399 1966 1982

Table 7: Experimental results of targeted attack under ℓ2
norm in TinyImageNet dataset. D121: DenseNet-121, R32:

ResNeXt-101 (32×4d), R64: ResNeXt-101 (64×4d).
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Figure 5: Comparisons of the average query at different

success rates under the untargeted ℓ∞ norm attack. More

results are presented in the supplementary material.

introduces a new loss function to maximally separate the in-

termediate features of each class. Here, the PCL defensive

model is obtained without using adversarial training in our

experiments. Adv Train [28] is a powerful defense method

based on adversarial training. Following the results shown

in Table 5, we derive the following conclusions:

(1) Among all methods, the Simulator Attack exhibits

the best performance in breaking CD, particularly outper-

forming the baseline method Bandits significantly.

(2) The Meta Attack demonstrates poor performance in

CD and FD based on its unsatisfactory success rate. In com-

parison, the Simulator Attack can break this type of defen-

sive model with a high success rate.

(3) In experiments in which the Adv Train is attacked,

the Simulator Attack consumes fewer queries to achieve a

comparable success rate with Bandits.

5. Conclusion

In this study, we present a novel black-box attack named

Simulator Attack. It focuses on training a generalized sub-

stitute model (“Simulator”) to accurately mimic any un-

known target model with the aim of reducing the query

complexity of the attack. To this end, the query sequences

generated while attacking many different networks are used

as the training data. The proposed approach uses an MSE-

based knowledge-distillation loss in the inner and outer up-

dates of meta-learning to learn the Simulator. After training,

a high number of queries can be transferred to the Simula-

tor, thereby reducing the query complexity of the attack by

several orders of magnitude compared with the baseline.
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