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Abstract

With the maturing of deep learning systems, trustworthiness is becoming increasingly important for model assessment. We understand trustworthiness as the combination of explainability and robustness. Generative classifiers (GCs) are a promising class of models that are said to naturally accomplish these qualities. However, this has mostly been demonstrated on simple datasets such as MNIST and CIFAR in the past. In this work, we firstly develop an architecture and training scheme that allows GCs to operate on a more relevant level of complexity for practical computer vision, namely the ImageNet challenge. Secondly, we demonstrate the immense potential of GCs for trustworthy image classification. Explainability and some aspects of robustness are vastly improved compared to feed-forward models, even when the GCs are just applied naively. While not all trustworthiness problems are solved completely, we observe that GCs are a highly promising basis for further algorithms and modifications. We release our trained model for download in the hope that it serves as a starting point for other generative classification tasks, in much the same way as pre-trained ResNet architectures do for discriminative classification.

Code: github.com/VLL-HD/trustworthy

1. Introduction

Generative classifiers (GCs) and discriminative classifiers (DCs) represent two contrasting ways of solving classification tasks. In short, while standard DCs model the class probability given an input directly, \( p(\text{class} | \text{image}) \) (e.g. softmax classification), generative classifiers (GCs) take the opposite approach: They model the likelihood of the input image, conditioned on each class, \( p(\text{image} | \text{class}) \). The actual classification is then performed by finding the class under which the image has the highest likelihood.

The application of GCs has so far been limited to very simple datasets such as MNIST, SVHN and CIFAR-10/100. For any practical image classification tasks, DCs are used exclusively, due to their excellent discriminative performance. In principle, GCs are said to have various advantages over DCs, which align with the term trustworthiness. In general agreement with [24], we understand trustworthiness as the combination of explainability and robustness.

**Explainability**: DCs based on deep neural networks are notorious for being ‘black boxes’, prompting many developments in the field of explainable AI. In the taxonomy laid out in [18], most commonly used algorithms fall into categories I or II: post-hoc methods that visualize how a network processes information (I), or that show its internal representations (II). The explanations can vary depending on the chosen method, and there is no guarantee that the results faithfully reflect what the DC is doing internally.

In contrast, GCs bring to mind Feynman’s mantra “What I cannot create, I do not understand”. As GCs are able to model the input data itself, not just the class posteriors, they...
have fundamentally more informative outputs. For instance, GCs allow us to tell if a decision between two classes is uncertain because the input agrees well with both classes, or with neither (see Fig. 1). In addition, most GCs have interpretable latent spaces with meaningful features, allowing for the actual decision process to be directly visualized without post-hoc techniques. Therefore, it could be argued that GCs belong to category III of the explainability taxonomy [18], i.e. methods that intrinsically work in an explainable way, without relying on additional algorithms.

**Robustness:** A second large concern about the practical use of deep learning based classification systems is their robustness, which can have different meanings, depending on the context. In particular, GCs have been assumed to be superior to DCs in terms of generalization under dataset shifts [31, 39] and accurately calibrated posteriors [3]. In addition, a big advantage of GCs is their capability to explicitly identify abnormal inputs in a natural way, thus indicating when a decision should not be trusted. Furthermore, GCs were found to be more robust towards adversarial attacks [33] and allow for their explicit detection [17].

It is still unclear if GCs can also manifest these advantages in more complex tasks while remaining competitive to DCs in task performance. For example, the authors of [15] find while GCs can successfully detect adversarially attacked MNIST images, this already fails for the CIFAR-10 dataset. The authors of [34, 30] observe that detection of other forms of OoD data also fails in various ways for natural images. In [16], the authors cast doubt on whether GCs can be used for high-dimensional input data at all.

In light of this background, our work makes the following contributions: (i) We design and train a GC that performs at a level relevant to practical image classification, demonstrated on the ImageNet dataset. (ii) We show various native explainability techniques unique to GCs. (iii) We examine the model in terms of robustness.

Overall, we find our GC to work better than a comparable DC in terms of trustworthiness. However, we do observe that previous findings on superior generalization under dataset shift [51] and immunity to adversarial attacks [41] do not hold for the ImageNet dataset. For other aspects of robustness, our GC shows some great benefits, such as naturally detecting OoD inputs and adversarial attacks.

2. Related Work

Years before the deep learning revolution, works such as [37, 51, 39] already compared the properties of GCs vs DCs, theoretically and experimentally, with agreement that GCs are more robust and more explainable. Works like [6, 5, 54] presented models that combine the aspects of GCs and DCs, to reach a more favourable trade-off compared to each extreme. However, all these works consider simple problems, and with the unmatched task performance later delivered by deep-learning based DCs in the 2010s, GCs became rarely used.

As one example of more recent work, [16] investigates normalizing-flow based GCs trained on natural images. The authors find that naively trained GC models achieve very poor classification performance, and argue that this is due to some model properties that are not properly penalized by maximum likelihood training. Later, [3] propose that this problem can be avoided by training with the Information Bottleneck loss function instead. The authors of [32] modify the problem, and train a GC on features previously extracted from a standard feed-forward network. For all these works, the most complex dataset used is CIFAR-100, at a resolution of $32 \times 32$ pixels.

So-called hybrid models [38] have been more successful in practice. Here, a likelihood estimation method is involved, commonly for the marginal $p(\text{image})$, while the actual classification is still performed in a discriminative way, using shared features between the two tasks, the main motivation being semi-supervised learning. Notable examples are [29, 14, 11, 35, 20]. They have some fundamental differences to GCs, e.g. that the conditional likelihoods are not directly modeled and the latent space has no explicit class structure.

Concerning OoD detection with generative models, the authors of [34] and later [30] observed that likelihood models trained on natural images fail to detect certain OoD inputs, and may perform significantly worse than random. This problem is addressed e.g. by [36, 10, 43, 45, 55], where different OoD scores are introduced that correct for these shortcomings. These works only consider unconditional likelihood models for OoD detection, while a separate classifier is still needed to perform the actual task. GCs combine both these steps into a single model, simplifying the process and potentially improving OoD detection at the same time.

GCs have also been examined for adversarial defense recently [41, 17, 33]. While these works highlight the potential of GCs, they are limited to simple datasets such as MNIST and SVHN, and do not scale to problems with more than approx. 10 classes, or to natural images [15].

3. Methods

3.1. Invertible Neural Networks

While VAEs have been used as generative classifiers with some success [41, 17, 33], perhaps the most natural choice are normalizing flows, due to their exact likelihood estimation capabilities [13]. The networks used in normalizing flows are so-called invertible neural networks (INNs), a class of neural network architectures that meet the following conditions: (i) the network represents a diffeomorphism by construction (essentially, a smooth and invertible function), (ii) the inversion can be computed efficiently, and (iii) the network has a tractable Jacobian determinant. These con-
ditions place some restrictions on the architecture, e.g. that the number of input and output dimensions have to be equal, and that non-invertible operations such as max-pooling cannot be used. In recent years, various different invertible architectures have been developed that fulfill these conditions [12, 13, 4, 19]. In this work, we employ the affine coupling block architecture proposed in [13], with additional modifications, as described in Appendix B.1.

In any generative setting, there are training images \( X \), that follow some unknown image distribution \( p(X) \). The goal is then to approximate \( p(X) \) as closely as possible with a distribution given by the network, which we denote as \( q_\theta(X) \). In the case of normalizing flows, \( q_\theta(X) \) is represented by transforming possible inputs \( X \) to a latent space \( Z \) using an INN \( f_\theta \) (‘flow’), with a prescribed standard normal latent distribution \( p(Z) = \mathcal{N}(0, 1) \) (‘normalizing’). Then, the change-of-variables formula can be used to compute \( q_\theta(X) \) at any point \( x \) through

\[
q_\theta(x) = p\left(Z = f_\theta(x)\right) |\det J(x)| \tag{1}
\]

with \( J = \partial f_\theta / \partial x \) being the Jacobian. It can be shown that the network will learn the true distribution \( q_\theta(X) = p(X) \) by maximizing the expected log-likelihood \( \log q_\theta(X) \), as given through Eq. 1 above [47]. After training is complete, the model can not only be used to estimate likelihoods \( q_\theta(X) \), but also to generate new samples by inverting the network, in order to map sampled instances of \( Z \) back to image space.

In our case, this approach is not sufficient, as we want to use the INN as a generative classifier, meaning we need to model conditional likelihoods \( q_\theta(X | Y) \). While different approaches for this exist [52, 2], we adopt the form introduced in [25]. Here, the latent distribution is a conditional density \( p(Z | Y) \): The standard normal distribution \( p(Z) \) is replaced with a Gaussian Mixture Model (GMM) containing a unit-variance mixture component per class

\[
p(Z | Y) = \mathcal{N}(Z; \mu_y, 1) \tag{2}
\]

\[
p(Z) = \sum_{y} p(y) p(Z | y) = \sum_{y} p(y) \mathcal{N}(Z; \mu_y, 1) \tag{3}
\]

where \( \mu_y \) is the mean of class \( y \) in latent space; and the mixture weights are the class priors \( p(y) \), i.e. the frequency of occurrence of each class in the dataset. The conditional likelihood \( q_\theta(X | Y) \) can be evaluated with the change-of-variables formula (Eq. 1) as before by replacing the full distribution \( p(Z) \) with the appropriate mixture component:

\[
q_\theta(X | Y) = p\left(Z = f_\theta(X) | Y\right) |\det J|. \tag{4}
\]

### 3.2. Training INNs with Information Bottleneck

An INN naively trained with a class-conditional log-likelihood loss will perform very poorly as GC, even on mildly challenging tasks [16]. Instead, we require a loss function where the focus on the generative and class-separating capabilities can be explicitly controlled. For this, we utilize the IB objective [49], the ideal loss function for robust classification from an information theoretic point of view. Given some features \( Z \) of a network, inputs \( X \), and ground-truth outputs \( Y \), the IB loss consists of two terms using the mutual information \( I(MI) \):

\[
L_{IB} = I(X, Z) - \beta I(Y, Z). \tag{5}
\]

The MI quantifies the degree of shared information between variables and can be written as \( I(V, W) = D_{KL}(p(V | W) || p(V)p(W)) \). Minimizing the IB loss means maximizing the information about the desired output \( Y \) contained in the features, \( I(Y, Z) \). Simultaneously, it minimizes the information about the original image contained in the features, \( I(X, Z) \), resulting in robust and efficient representations \( Z \). The trade-off between these two aspects is explicitly adjusted by choosing \( \beta \).

How to apply this objective to INNs is not immediately obvious, as INNs preserve information, and the loss becomes ill-defined. The authors of [3] show that this can be avoided by adding very low noise to the inputs. This is already an established practice in the context of normalizing flows for the purpose of dequantization. From this, the authors go on to derive two loss terms representing the IB objective, \( L_{IB} = L_X + \beta L_Y \). In practice, the two terms amount to the following:

\[
L_X(x) = -\log |\det J_x| + \frac{1}{2} \log \text{sumexp} (v_{y'}^2 - 2 w_{y'}) \tag{6}
\]

\[
L_Y(x, y) = \text{onehot}(y) \cdot \log \text{softmax} (v_{y'}^2 / 2 - w_{y'}) \tag{7}
\]

Hereby, we use \( v_y := f(x) - \mu_y \), and \( w_y := \log p(y) \) (log(1/(# classes)) for uniform class priors in our case). \( J_x \) is the Jacobian \( \partial f(x) / \partial x \). \( y' \) denotes the summation over all classes in the logsumexp and logsoftmax operations. The difference between \( \beta \) in the original IB and \( \beta \) in the loss is a constant weighting factor for convenience [3], producing a sensible objective for manageable values of \( \beta \) in the rough range \((1, 100)\).

Intuitively, we find the following: The \( L_X \)-loss forces the data to follow the GMM in latent space, making the INN a generative model. However, it has no effect on the class-conditional aspect, as the class \( y \) is summed out. This loss can be rearranged to look similar to the maximum-likelihood-loss used for normalizing flows, but with a GMM as a latent distribution. On the other hand, the \( L_Y \)-loss bears resemblance to the categorical cross entropy loss, except that the usual logits are replaced by \( \log p(z | y)p(y) = \log p(z, y) \). Therefore, \( L_Y \) is responsible for making the likelihood model conditional on the class, but otherwise ignores the generative performance.

### 3.3. Detecting OoD Inputs

For likelihood-based generative models, detecting OoD inputs is straightforward, by directly utilizing the estimated
probability density \( q_0 \): in principle, if an input is outside the support of the training data, and the model has learned the true distribution, the OoD sample should be assigned \( \log q_0(x) = -\infty \). In practice, it is only required that OoD samples have lower likelihood scores than the training data. From here, any input with an inferred likelihood below a threshold can be treated as OoD. However, in [34], the authors identified various special cases where OoD inputs have an unnaturally high log-likelihood score. This prompted the development of a typicality-test in [36], that uses both an upper and a lower threshold. Even better performing extensions to this exist [10, 43, 45, 55], but we choose the typicality-test as the simplest option, to examine the natural capabilities of the model. We slightly modify the typicality-test to make it a traditional hypothesis test, with the null hypothesis being that the input is in-distribution, more details in Appendix A.1. The \( p \)-value for the hypothesis test is the fraction of training samples with scores in the OoD-zone, which also equals the false positive rate. To evaluate the OoD detection capabilities independent of the threshold, we vary the \( p \)-value of the test and produce a receiver operating characteristic (ROC) curve. The area under this curve (ROC-AUC), in percent, serves as a scalar measurement of the OoD detection capabilities, with ROC-AUC of 100\% meaning that the OoD samples and in-distribution samples are perfectly separated, and a value at 50\% or below indicates a random performance or worse.

4. Experiments

A detailed description of the network architecture is found in Appendix B.1, we summarize the main points in the following. We construct the invertible network (INN) from affine coupling blocks, as introduced in [13], with various modifications from other recent works [1, 2, 26, 28]. As invertible alternatives to \( 2 \times 2 \) max-pooling and global mean-pooling, we use a Haar wavelet transform [2] and a DCT transform [36] respectively.

Because of the similarities between affine coupling blocks and residual blocks as used in a ResNet, we match the design of the INN to that of a standard ResNet-50 wherever possible. The overall layout is summarized in Table 1, c.f. [21, Table 1]. Some differences arise due to the constraint of invertibility: the number of feature channels and the available receptive field vary between the two networks. Regarding the effective rather than maximum receptive field, see Appendix B.2. The invertibility is also associated with an extra cost of parameters and computation, summarized in Appendix Table 5: Both in terms of network parameters, as well as FLOPs for one forward pass, the cost of the INN is about twice as high as a standard ResNet-50. We are optimistic that this overhead can be reduced in the future with more efficient INN architectures.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Blocks</th>
<th>Im. size</th>
<th>Channels</th>
<th>R.F.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>224</td>
<td>3</td>
<td>ResNet</td>
<td>INN</td>
</tr>
<tr>
<td>Entry flow</td>
<td>1</td>
<td>112</td>
<td>12</td>
<td>64</td>
</tr>
<tr>
<td>Pool (Haar/max)</td>
<td>56</td>
<td>48</td>
<td>64</td>
<td>10</td>
</tr>
<tr>
<td>Conv_2_x</td>
<td>3</td>
<td>56</td>
<td>48</td>
<td>256</td>
</tr>
<tr>
<td>Conv_3_x</td>
<td>4</td>
<td>28</td>
<td>28</td>
<td>192</td>
</tr>
<tr>
<td>Conv_4_x</td>
<td>6</td>
<td>14</td>
<td>768</td>
<td>1024</td>
</tr>
<tr>
<td>Conv_5_x</td>
<td>3</td>
<td>7</td>
<td>3072</td>
<td>2048</td>
</tr>
<tr>
<td>Pool (DCF/vavg.)</td>
<td>1</td>
<td>150,528</td>
<td>2048</td>
<td>( \infty )</td>
</tr>
</tbody>
</table>

Table 1: For each of the resolution levels in the INN and ResNet-50, the number of coupling/residual blocks and spatial size is given, along with the number of feature channels and the maximum possible receptive field (R.F.).

![Figure 2: Trade-off between the two losses \( L_X \) and \( L_Y \) (left), and between generative modeling accuracy in bits/dim, and top-1 accuracy (right). Each point represents one model, trained with a different beta. A standard ResNet has no \( L_X \) loss and is shown as a horizontal line. The model with \( \beta = 0 \) (standard normalizing flow) is missing the \( L_Y \) loss and is shown as a vertical line. The small numbers inside the markers give the value of \( \beta \) of that particular model.](image)

4.1. General Performance

We train several generative classifiers, with the following values for the hyperparameter \( \beta \in \{1, 2, 4, 8, 16, 32, \infty \} \). Again, \( \beta \) controls how much the model focuses on the generative likelihood estimation aspect (low \( \beta \)), vs. prioritizing good classification performance (high \( \beta \)). In addition, we include a model trained with \( \beta = 0 \), i.e. no classification at all, analogous to a standard normalization flow, as well as a standard feed-forward ResNet-50 [21], i.e. a pure DC.

The primary performance metrics used in Table 2 and Fig. 2 are firstly, the top-1 accuracy on the test set (in our case, the ILSVCR 2012 validation set [40]). We use 10-crop testing, which is most commonly used for performance evaluation in this setting. Secondly, for the generative likelihood estimation performance, we use the bits per dimension (‘bits/dim’) metric, as this is the prevalent evaluation metric for likelihood-based generative models such as normalizing flows. It quantitatively measures the accuracy of the density estimation (i.e. generative performance), explained e.g. in [48], where a lower bits/dim corresponds to a more accurate generative model.

In Table 2, we report the test losses and the two dis-
Table 2: Test losses and metrics for models trained with different $\beta$. Bits/dim quantifies the performance of density estimation models (see text, smaller is better, i.e. more accurate generative model). As with the original ResNet, the classification accuracy uses 10-crop testing. OCE is the overconfidence error, i.e. how often confident predictions are wrong (see text, smaller is better).

4.2. Explainability

In the following, we demonstrate several examples on how GCs can be used for native and intuitive explanations of the data and the prediction outputs. Certainly, algorithms and approaches exist that can generate similar results for DCs. The point of the following examples is to show that in GCs a range of explanations is available using only the structure of latent space and the learned likelihoods, without requiring additional modifications or algorithms applied in a post-hoc manner.

Visualizing decision-space: The properties of a classification decision are fully determined by the latent code of an input image in relation to the surrounding classes. The only difficulty consists in reducing the high-dimensional latent space to a 2D plot. Fig. 3 shows one possibility: latent codes are visualized in a plane through the centers of the two most probable classes, such that relative distances to the centers and to their connecting axis are preserved. A second approach is given in Appendix C.1, where the classification among a subset of classes can be fully visualized.

Class similarities: Building on Fig. 3, we see that different classes have various amounts of overlap, which represents the relationship between them. This is not possible for a feed-forward model, as there is no latent space where the input data is embedded in such a way. We observe that the locations $\mu_y$ of the Gaussian mixture component lies inside. Note that the axes in the plot are scaled differently to make it appear as a circle. Test examples from left to right: a confident in-distribution decision, an uncertain in-distribution decision due to ambiguous classes, an uncertain decision due to multiple plausible image interpretations, an uncertain out-of-distribution decision.

Figure 3: Latent space location of input images (black point) in the decision space spanned by the $\mu_y$ of the top 5 predicted classes. The horizontal axis of the plot is the axis connecting the top 2 predicted classes (red and blue points). The vertical axis of the plot shows the radial distance from the horizontal axis in the 5D space. The illustrative circles are chosen such that in both the vertical and horizontal directions, 90% of the mass of the Gaussian mixture component lies inside. Note that the axes in the plot are scaled differently to make it appear as a circle. Test examples from left to right: a confident in-distribution decision, an uncertain in-distribution decision due to ambiguous classes, an uncertain decision due to multiple plausible image interpretations, an uncertain out-of-distribution decision.
the proportion of split decisions between these classes. In fact, if a class A is the top prediction, the expected confidence for any other class B can be worked out explicitly from the distance between $\mu_A$ and $\mu_B$ in latent space, see Appendix C.2. Some examples are shown in Fig. 4, with the full similarity matrix in Appendix Fig. 16.

These considerations highlight an important fact: the latent mixture model contains a built-in uncertainty between classes. A decision between similar classes will always be uncertain, by the structure of the latent space alone. This may be one of the reasons explaining why the predictive uncertainties are better calibrated in such GCs.

**Posterior Heatmaps:** To increase the trust in a decision, it is often helpful to show which regions of the image were relevant. Examples are widespread where models e.g. base the decision on the background of the image, not the object in question, or focus only on a specific detail that identifies an object. Approaches such as CAM or GradCAM [56, 42] are used to generate coarse heatmaps showing regions that are influential for a particular decision. With the IB-INN, we can provide such heatmaps as a direct decomposition of the prediction output, meaning they can be understood simply as a different way of representing the model output, rather than a post-hoc explanation technique.

To produce a spatially structured output, we consider the following: Due to the invertibility of every part of the model, we can start from the output $z$, and transform it back through the DCT operation. Unlike standard mean-pooling, the DCT pooling does not lose any information in either direction. We define the following for short:

$$w(y) = \text{DCT}^{-1}(z - \mu_y).$$  

(8)

Importantly, $w(y)$ has the spatial structure of the final convoluted outputs, $w_{kl}(y)$, with height- and width indexes $k$ and $l$. Because the DCT is linear and orthogonal, it conserves distances, i.e. $||z - \mu_y|| = ||w(y)||$, which allows us to write

$$q_z(z|y) \propto \exp \left( -\frac{||w(y)||^2}{2} \right) = \exp \left( -\sum_{kl} \frac{(w_{kl}(y))^2}{2} \right).$$  

(9)

This means the latent density is can be written as a sum over spatial coordinates inside the exponential. We can do the same kind of decomposition to the posterior with a few extra steps, noting $q(y|x) = q(z|y)p(y)/q(z)$. This leads to our heatmap $Q_{\text{Class}}(k, l, y)$, that sums to the class posterior over space in the same way as in Eq. 9:

$$q_0(y|x) = \exp \left( \sum_{kl} Q_{\text{Class}}(k, l, y) \right).$$  

(10)

$Q_{\text{Class}}$ has a single hyperparameter that adjusts the contrast of the heatmaps. The derivation is given in Appendix C.4. Examples are shown in Fig. 5. Similarly, we can compute a salience map $Q_{\text{Salience}}(k, l, y)$, that decomposes $q_0(x)$ spatially, showing which parts of the image contain the most information according to the model, explained and shown in Appendix C.3.
4.3. Robustness

Different Measures of Robustness: In current literature, there is no agreement upon a single measurement that clearly defines robustness in deep learning. In general, the question is how a model reacts to out-of-distribution (OoD) inputs, meaning inputs that do not come from the same distribution as the training data. We identify four different concepts of robustness, which are commonly used:

1. Especially for dataset shifts that preserve the semantic information, a robust model is one that retains good performance for the OoD inputs.

2. There are other cases where definition (1) is not applicable: There is no ‘correct’ prediction if the OoD input does not contain any of the classes which were trained for. The second idea of robustness is therefore that the model should at least make uncertain predictions for OoD inputs, measured by discrete entropy of the predictive outputs [44]. In reality, standard (non-robust) models make highly confident predictions on OoD data [44].

3. A robust model can be one that is able to explicitly detect OoD inputs. In this case, along with the usual task output, the model has some auxiliary output that indicates whether an input is OoD. The model is robust by explicitly indicating that its prediction may not be trusted in these cases. GCs are uniquely suited for this, as the estimated likelihood of the inputs can serve as a built-in OoD detection mechanism, but other approaches also exist [31, 23, 9]. To measure this, metrics such as the area under the receiver-operator curve can be used (AUC-ROC).

4. In the context of adversarial attacks, robustness is commonly understood to be the amplitude of adversarial perturbation necessary to trick the model [55].

Handling Corrupted Images: We first consider the robustness test in the sense of (1) established by [22]. Here, the existing ImageNet validation images are corrupted with 5 severity levels in 15 different ways, examples are shown in Appendix D.1. The authors propose the mean corruption error (mCE) and the relative mean corruption error (rel. mCE) score to measure the robustness of a classifier. We also measure the increase in predictive entropy as in [44] for robustness in the sense of (2), and perform OoD detection (3).

As can be seen in Table 3 the GC does not show an improvement compared to the ResNet in terms of (rel.) mCE, regardless of $\beta$. However, it infers more uncertain predictions on corrupted data. For OoD detection, we observe overall better scores for smaller values for $\beta$. We find the GC trained with $\beta = 2$ to be the most robust classification model: It is able to detect a wide range of corruption types while being a reasonably good classifier (4.54 percentage point classification accuracy gap compared to the $\beta = \infty$ model and 5.67 gap compared to the ResNet).

Handling Adversarial Attacks: We are interested in finding out if generative classifiers are more robust to adversarial attacks in the sense of (4). We are not proposing a new, competitive method of adversarial attack defense, the goal is simply to examine whether GCs are naturally more robust to adversarial attacks on ImageNet, in the same way it was observed for e.g. MNIST previously [33, 41]. For this, we perform the well established ‘Carlini-Wagner’ white-box targeted attack introduced in [8], which optimizes the following objective:

$$L_{CW} = ||x - x_{adv}||^2 + c \cdot L^{(\kappa)}_{class}(y_{target}),$$

i.e. the attacked image $x_{adv}$ should be close to the original image $x$, while being classified as a target class $y_{target}$. $\kappa$ is a hyperparameter that specifies how large the difference in logits should be between $y_{target}$ and the next highest class, controlling how confident the classifier will be forced to be in its (wrong) decision. When facing a model such as a GC, which can detect attacks, it is also possible to add an extra loss term $L_{detect}$ in order to fool the detection mechanism as well, as proposed in [7]:

$$L_{CWDS} = ||x - x_{adv}||^2 + c \cdot L^{(\kappa)}_{class}(y_{target}) + d \cdot L_{detect}$$

The full formulation of the attack objectives is given in Appendix D.2.

For evaluation, we examine standard CW attacks and two detection-fooling attacks with $d = 66$ and $d = 1000,$
Figure 6: Trajectory of four adversarial attacks shown in latent space (colored curves), with $\kappa = 1$, $d = 0$ (standard CW). The large black dot indicates the position of $\mu_{\text{target}}$, the target class being ‘Harvestman (spider)’. The solid black lines are the decision boundaries to the surrounding classes. The dashed black lines are the boundaries of the region where the classifier is fooled with sufficiently high confidence corresponding to $\kappa$. In the dotted section of the colored trajectories, the classifier is not yet fooled with sufficiently high confidence. In the solid section, the classifier has been fooled, and the attack only tries to reduce the perturbation. Below, the four perturbed images are shown, along with the absolute perturbation. More examples and detailed explanation in Appendix D.3.

Figure 7: Behaviour of GCs under adversarial attacks. The first column of plots shows the mean perturbation, the second shows the detection ROC-AUC. The three rows of plots correspond to adversarial attacks with $\kappa = 0.01$ (any confidence for the target prediction is enough), $\kappa = 1$ (should have high confidence), and $\kappa = \infty$ (should be as confident as possible). The labels on the x-axis give the values of $\beta$, 'RN' is a ResNet-50. The three bars for each $\beta$ correspond to: standard adversarial attack ($d = 0$), $d = 66$, and $d = 1000$, i.e. the detection mechanism is fooled at the same time as the prediction. The dotted line in the perturbation plots roughly indicates the level at which attacks are visible by eye. Note that this is subjective and only a rough indication. The line in the detection plots indicates random performance, i.e. the OoD detection does nothing useful.

5. Conclusion

In this work we have addressed the question of trustworthiness for image classification. In the past, many properties linked with trustworthiness have been ascribed to generative classifier (GCs), such as increased robustness and explainability. Our GC performs nearly on-par with a standard discriminative classifier (DC), here ResNet, when tuned for discriminative performance. We observe that our GC offers significant improvements over standard DCs in terms of explainability and native out-of-distribution detection capability, but does not automatically solve all aspects of trustworthiness: Contrary to common belief, it does not generalize better under image corruptions than a DC, and it does not fully prevent adversarial attacks. In the future, we expect that robustness can be increased with further modifications or additional post-processing algorithms, as already exist for DCs. Finally, we contribute downloadable GC models pre-trained on ImageNet.
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