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Abstract

Substantial progress has been made on modeling rigid

3D objects using deep implicit representations. Yet, extend-

ing these methods to learn neural models of human shape

is still in its infancy. Human bodies are complex and the

key challenge is to learn a representation that generalizes

such that it can express body shape deformations for un-

seen subjects in unseen, highly-articulated, poses. To ad-

dress this challenge, we introduce LEAP (LEarning Articu-

lated occupancy of People), a novel neural occupancy rep-

resentation of the human body. Given a set of bone trans-

formations (i.e. joint locations and rotations) and a query

point in space, LEAP first maps the query point to a canoni-

cal space via learned linear blend skinning (LBS) functions

and then efficiently queries the occupancy value via an oc-

cupancy network that models accurate identity- and pose-

dependent deformations in the canonical space. Experi-

ments show that our canonicalized occupancy estimation

with the learned LBS functions greatly improves the gen-

eralization capability of the learned occupancy representa-

tion across various human shapes and poses, outperforming

existing solutions in all settings.

1. Introduction

Parametric 3D human body models [37, 61] are often

represented by polygonal meshes and have been widely

used to estimate human pose and shape from images and

videos [17, 28, 33], create training data for machine learn-

ing algorithms [22, 49] and synthesize realistic human bod-

ies in 3D digital environments [68, 69]. However, the mesh-

based representation often requires a fixed topology and

lacks flexibility when combined with deep neural networks

where back-propagation through the 3D geometry represen-

tation is desired.

Neural implicit representations [39, 45, 46] have been

proposed recently to model rigid 3D objects. Such rep-

resentations have several advantages. For instance, they

Figure 1. LEAP successfully represents unseen people in various

challenging poses by learning the occupancy of people in a canon-

ical space. Shape- and pose-dependent deformations are mod-

eled through carefully designed neural network encoders. Pose-

dependent deformations are best observed around the elbows in

the canonical pose.

are continuous and do not require a fixed topology. The

3D geometry representation is differentiable, making in-

terpenetration tests with the environment efficient. How-

ever, these methods perform well only on static scenes and

objects, their generalization to deformable objects is lim-

ited, making them unsuitable for representing articulated

3D human bodies. One special case is NASA [14] which

takes a set of bone transformations of a human body as in-
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put and represents the 3D shape of the subject with neural

occupancy networks. While demonstrating promising re-

sults, their occupancy representation only works for a single

subject and does not generalize well across different body

shapes. Therefore, the widespread use of their approach is

limited due to the per-subject training.

In this work, we aim to learn articulated neural occu-

pancy representations for various human body shapes and

poses. We take inspiration from the traditional mesh-based

parametric human body models [37, 61], where identity-

and pose-dependent body deformations are modeled in a

canonical space, and then Linear Blend Skinning (LBS)

functions are applied to deform the body mesh from the

canonical space to a posed space. Analogously, given a

set of bone transformations that represent the joint locations

and rotations of a human body in a posed space, we first map

3D query points from the posed space to the canonical space

via learned inverse linear blend skinning (LBS) functions

and then compute the occupancy values via an occupancy

network that expresses differentiable 3D body deformations

in the canonical space. We name it LEAP (LEarning Artic-

ulated occupancy of People).

The key idea of LEAP is to model accurate identity- and

pose-dependent occupancy of human bodies in a canoni-

cal space (in analogy to the Shape Blend Shapes and Pose

Blend Shapes in SMPL [37]). This circumvents the chal-

lenging tasks of learning occupancy functions in various

posed spaces. Although conceptually simple, learning the

canonicalized occupancy representation for a large variety

of human shapes and poses is a highly non-trivial task.

The first challenge we encounter is that the conventional

LBS weights are only defined on the body surface. In order

to convert a query point from a posed space to the canonical

space and perform the occupancy check, a valid skinning

weight for every point in the posed spaces is required. To

that end, we parameterize both forward and inverse LBS

functions using neural networks and learn them from data.

To account for the undefined skinning weights for the points

that are not on the surface of a human body, we introduce a

cycle-distance feature for every query point, which models

the consistency between the forward and the inverse LBS

operations on that point.

Second, a high fidelity human body model should be able

to express accurate body shapes that vary across individu-

als and capture the subtle surface deformations when the

body is posed differently. To that end, we propose novel en-

coding schemes for the bone transformations by exploiting

prior knowledge about the kinematic structure and plausi-

ble shapes of a human body. Furthermore, inspired by the

recent advances of learning pixel-aligned local features for

3D surface reconstruction [51, 52], for every query point,

we use the learned LBS weights to construct a locally aware

bone transformation encoding that captures accurate local

shape deformations. As demonstrated in our experiments,

the proposed local feature is an effective and expressive rep-

resentation that captures detailed pose and shape-dependent

deformations.

We demonstrate the efficacy of LEAP on the task of plac-

ing people in 3D scenes [68]. With the proposed occupancy

representation, LEAP is able to effectively prevent person-

person and person-scene interpenetration and outperforms

the recent baseline [68].

Our contributions are summarized as follows: 1) we in-

troduce LEAP, a novel neural occupancy representation of

people, which generalizes well across various body shapes

and poses; 2) we propose a canonicalized occupancy esti-

mation framework and learn the forward and the inverse lin-

ear blend skinning weights for every point in space via deep

neural networks; 3) we conduct novel encoding schemes

for the input bone transformations, which effectively model

accurate identity- and pose-dependent shape deformations;

4) experiments show that our method largely improves the

generalization capability of the learned neural occupancy

representation to unseen subjects and poses.

2. Related work

Articulated mesh representations. Traditional animat-

able characters are composed of a skeleton structure and

a polygonal mesh that represents the surface/skin. This

surface mesh is deformed by rigid part rotations and a

skinning algorithm that produces smooth surface deforma-

tions [24]. A popular skinning algorithm is Linear Blend

Skinning (LBS) which is simple and supported by most

game engines. However, its flexibility is limited and it

tends to produce unrealistic artifacts at joints [37, Fig. 2].

Thus, other alternatives have been proposed for more re-

alistic deformations. They either improve the skinning al-

gorithm [31, 35, 38, 60], learn body models from data

[8, 9, 16, 20, 47], or develop more flexible models that learn

additive vertex offsets (for identity, pose, and soft-tissue dy-

namics) in the canonical space [37, 44, 50].

While polygonal mesh representations offer several

benefits such as convenient rendering and compatibility

with animation pipelines, they are not well suited for in-

side/outside query tests or to detect collisions with other

objects. A rich set of auxiliary data structures [29, 36, 54]

have been proposed to accelerate search queries and facil-

itate these tasks. However, they need to index mesh tri-

angles as a pre-processing step, which makes them less

suitable for articulated meshes. Furthermore, the index-

ing step is inherently non-differentiable and its time com-

plexity depends on the number of triangles [26], which

further limits the applicability of the auxiliary data struc-

tures for learning pipelines that require differentiable in-

side/outside tests [21, 68, 69]. Contrary to these methods,

LEAP supports straightforward and efficient differentiable
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inside/outside tests without requiring auxiliary data struc-

tures.

Learning-based implicit representations. Unlike polyg-

onal meshes, implicit representations support efficient and

differentiable inside/outside queries. They are tradition-

ally modeled either as linear combinations of analytic func-

tions or as signed distance grids, which are flexible but

memory expensive [55]. Even though the problem of

the memory complexity for the grid-based methods is ap-

proached by [27, 43, 57, 66, 67], they have been outper-

formed by the recent learning-based continuous represen-

tations [2, 3, 10, 12, 19, 30, 39, 40, 42, 45, 46, 56, 62,

64]. Furthermore, to improve scalability and representation

power, the idea of using local features has been explored in

[7, 11, 41, 46, 51, 52, 62]. These learning-based approaches

represent 3D geometry by using a neural network to predict

either the closest distance from a query point to the surface

or an occupancy value (i.e. inside or outside the 3D geome-

try). LEAP follows in the footsteps of these methods by rep-

resenting a 3D surface as a neural network decision bound-

ary while taking advantage of local features for improved

representation power. However, unlike the aforementioned

implicit representations that are designed for static shapes,

LEAP is able to represent articulated objects.

Learning-based articulated representations. Recent

work has also explored learning deformation fields for

modeling articulated human bodies. LoopReg [4] has ap-

proached model-based registration by exploring the idea

of mapping surface points to the canonical space and then

using a distance transform of a mesh to project canoni-

cal points back to the posed space, while PTF [59] tackles

this problem by learning a piecewise transformation field.

ARCH [23] uses a deterministic inverse LBS that for a given

query point retrieves the closest vertex and uses its associ-

ated skinning weights to transform the query point to the

canonical space. NiLBS [25] proposes a neural inverse LBS

network that requires per-subject training. NASA [14] is

proposed to model articulated human body using a piece-

wise implicit representation. It takes as input a set of bone

coordinate frames and represents the human shape with

neural networks. Unlike these methods that are defined

for human meshes with fixed-topology or require expensive

per-subject training, LEAP uses deep neural networks to ap-

proximate the forward and the inverse LBS functions and

generalizes well to unseen subjects. LEAP is closely related

to NASA, with the following key differences (i) it shows

improved representation power, outperforming NASA in all

the settings; and (ii) LEAP is able to represent unseen peo-

ple with a single neural network, eliminating the need for

per-subject training. Concurrent with our work, SCANi-

mate [53] uses a similar approach to learn subject-specific

models of clothed people from raw scans.

Structure-aware representations. Prior work has ex-

plored pictorial structure [15, 63] and graph convolutional

neural networks [6, 13, 34] to include structure-aware pri-

ors in their methods. A structured prediction layer (SPL)

proposed in [1] encodes human joint dependencies by a hi-

erarchical neural network design to model 3D human mo-

tion. HKMR [17] exploits a kinematics model to recover

human meshes from 2D images, while [70] takes advantage

of kinematic modeling to generate 3D joints. Inspired by

these methods, we propose a forward kinematics model for

a more powerful encoding of human structure solely from

bone transformations to benefit occupancy learning of ar-

ticulated objects. On the high-level, our formulation can be

considered as inverse of the kinematics models proposed in

HKMR and SPL that regress human body parameters from

abstract feature vectors. Ours creates an efficient structural

encoding from human body parameters.

Application: Placing people in 3D scenes. Recently,

PSI [69] and PLACE [68] have been proposed to generate

realistic human bodies in 3D scenes. However, these ap-

proaches 1) require a high-quality scene mesh and the corre-

sponding scene SDF to perform person-scene interpenetra-

tion tests and 2) when multiple humans are generated in one

scene, the results often exhibit unrealistic person-person in-

terpenetrations. As presented in Sec. 6.4, these problems

are addressed by representing human bodies with LEAP. As

LEAP provides a differentiable volumetric occupancy rep-

resentation of a human body, we propose an efficient point-

based loss that minimizes the interpenetration between the

human body and any other objects that are represented as

point clouds.

3. Preliminaries

In this section, we start by reviewing the parametric hu-

man body model (SMPL [37]) and the widely used mesh

deformation method: Linear Blend Skinning (LBS).

SMPL and its canonicalized shape correctives. SMPL

body model [37] is an additive human body model that ex-

plicitly encodes identity- and pose-dependent deformations

via additive mesh vertex offsets. The model is built from

an artist-created mesh template T̄ ∈ R
N×3 in the canonical

pose by adding shape- and pose-dependent vertex offsets

via shape BS(β) and pose BP (θ) blend shape functions:

V̄ = T̄ + BS(β) + BP (θ) , (1)

where V̄ ∈ R
N×3 are the modified canonical vertices. The

linear blend shape function BS(β;S) (2) is controlled by

a vector of shape coefficients β and is parameterized by

orthonormal principal components of shape displacements

S ∈ R
N×3×|β| that are learned from registered meshes.

BS(β;S) =
∑|β|

n=1
βnSn (2)
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Similarly, the linear pose blend shape function BP (θ;P ) (3)

is parameterized by a learned pose blend shape matrix P =
[P1, . . . ,P9K ] ∈ R

N×3×9K(Pn ∈ R
N×3) and is con-

trolled by a per-joint rotation matrix θ = [r0, r1, · · · , rK ],
where K is the number of skeleton joints and rk ∈ R

3×3

denotes the relative rotation matrix of part k with respect to

its parent in the kinematic tree

BP (θ;P) =
∑9K

n=1
(vec(θ)n − vec(θ∗)n)Pn. (3)

Inspired by SMPL, LEAP captures the canonicalized oc-

cupancy of human bodies, where the shape correctives are

modeled by deep neural networks and learned from data.

Regressing joints from body vertices. Joint locations

J ∈ R
K×3 in SMPL are defined in the rest pose and de-

pend on the body identity/shape parameter β. The rela-

tion between body shapes and joint locations is defined by a

learned regression matrix J ∈ R
K×N that transforms rest

body vertices into rest joint locations (4)

J = J (T̄ + BS(β;S)). (4)

Regressing body vertices from joints. We observe that

the regression of body joints from vertices (4) can be in-

verted and that we can directly regress body vertices from

joint locations; if K > |β| the problem is generally well

constrained. For this, we first calculate the shape-dependent

joint displacements J∆ ∈ R
K×3 by subtracting joints of

the template mesh from the body joints (5) and then create

a linear system of equations to express a relation between

the joint displacements and shape coefficients (6)

J∆ = J− J T̄ (5)

J∆ =
∑|β|

n
JSnβn. (6)

This relation is useful to create an effective shape feature

vector which will be demonstrated in Section. 4.1.1.

Linear Blend Skinning (LBS). Each modified vertex V̄i

(1) is deformed via a set of blend weights W ∈ R
N×K

by a linear blend skinning function (9) that rotates vertices

around joint locations J:

Gk(θ,J) =
∏

j∈A(k)

[

rj jj
~0 1

]

(7)

Bk = Gk(θ,J)Gk(θ
∗,J)−1 (8)

Vi =
∑K

k=1
wk,iBkv̄i (9)

where wk,i is an element of W . Specifically, let G =
{Gk(θ,J) ∈ R

4×4}Kk=1 be the set of K rigid bone transfor-

mation matrices that represent a 3D human body in a world

coordinate (7). Then, B = {Bk ∈ R
4×4}Kk=1 is the set

of local bone transformation matrices that convert the body

from the canonical space to a posed space (8), and jj ∈ R
3

(an element of J ∈ R
K×3) represents jth joint location in

the rest pose. A(k) is the ordered set of ancestors of joint k.

Note that W is only defined for mesh vertices in SMPL.

As presented in Section 4.2, LEAP proposes to parameter-

ize the forward and the inverse LBS operations via neural

networks in order to create generalized LBS weights that

are defined for every point in 3D space.

4. LEAP: Learning occupancy of people

Overview. LEAP is an end-to-end differentiable occu-

pancy function fΘ(x|G) : R3 7→ R that predicts whether

a query point x ∈ R
3 is located inside the 3D human body

represented by a set of K rigid bone transformation matri-

ces G (7). The overview of our method is depicted in Fig. 2.

First, the bone transformation matrices G are taken by

three feature encoders (Sec. 4.1) to produce a global feature

vector z, which is then taken by a per-bone learnable linear

projection module Πωk
to create a compact code zk ∈ R

12.

Second, the input transformations G are converted to the

local bone transformations {Bk}
K
k=1 (8) that define per-

bone transformations from the canonical to a posed space.

Third, an input query point x ∈ R
3 is transformed to the

canonical space via the inverse linear blend skinning net-

work. Specifically, the inverse LBS network estimates the

skinning weights ŵx ∈ R
K for the query point x (Sec. 4.2).

Then, the corresponding point ˆ̄x in the canonical space is

obtained via the inverse LBS operation (10). Similarly, the

weights ŵx are also used to calculate the point feature vec-

tor zx as a linear combination of the bone features zk (11)

ˆ̄x =

(

∑K

k=1
ŵx[k]Bk

)−1

x, (10)

zx =
∑K

k=1
ŵx[k]zk. (11)

Fourth, the forward linear blend skinning network takes

the estimated point ˆ̄x in the canonical pose and predicts

weights ŵˆ̄x that are used to estimate the input query point

x̂ via (12). This cycle (posed → canonical → posed space)

defines an additional cycle-distance feature dx (13) for the

query point x

x̂ =

(

∑K

k=1
ŵˆ̄x[k]Bk

)

ˆ̄x, (12)

dx =
∑K

k=1
|ŵx[k]− ŵˆ̄x[k]|. (13)

Last, an occupancy multi-layer perceptron Ow (ONet)

takes the canonicalized query point ˆ̄x, the local point code

zx and the cycle-distance feature dx, and predicts whether

the query point is inside the 3D human body:

ôx =

{

0, if Ow(ˆ̄x|zx, dx) < 0.5

1, otherwise.
(14)
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Canonical point ҧ𝑥 ∈ 𝑅3
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Cycle distance *𝑑𝑥
𝒅𝒙
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Forward
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𝑥 ∈ 𝑅3 ҧ𝑥 ∈ 𝑅3

ො𝑥 ∈ 𝑅3
cycle-distance *𝑑𝑥

Query point𝑥 ∈ 𝑅3

Figure 2. Overview. LEAP consists of three encoders that take K bone transformations G as input and create a global feature vector z

that is further customized for each bone k through a per-bone learned projection module Πωk
: z 7→ zk. Then, learned LBS weights

ŵx are used to estimate the position of the query point x in the canonical pose ˆ̄x and to construct efficient local point features zx, which

are propagated together through an occupancy neural network with an additional cycle distance feature dx. Blue blocks denote neural

networks, green blocks are learnable linear layers, gray rectangles are feature vectors, and a black cross sign denotes query point x ∈ R
3.

4.1. Encoders

We propose three encoders to leverage the prior knowl-

edge about the kinematic structure (Sec. 4.1.2) and to

encode shape-dependent (Sec. 4.1.1) and pose-dependent

(Sec. 4.1.3) deformations

4.1.1 Shape encoder

As introduced in (Sec. 3), SMPL [37] is a statistical human

body model that encodes prior knowledge about human

shape variations. Therefore, we invert the SMPL model in a

fully-differentiable and efficient way to create a shape prior

from the input transformation matrices G. Specifically, the

input per-bone rigid transformation matrix (7) is decom-

posed to the joint location in the canonical pose jk ∈ R
3

and the local bone transformation matrix Bk (8). The joint

locations are then used to solve the linear system of equa-

tions (6) for the shape coefficients β̂ and to further estimate

the canonical mesh vertices ˆ̄V :

ˆ̄V = T̄ + BS(β̂;S) + BP (θ;P). (15)

Similarly, the posed vertices V̂ , which are needed by the

inverse LBS network, are estimated by applying the LBS

function (9) on the canonical vertices ˆ̄V .

The mesh vertices ˆ̄V and V̂ are propagated through a

PointNet [48] encoder to create the shape features for the

canonicalized and posed human bodies, respectively.

Note that required operations for this process are differ-

entiable and can be efficiently implemented by leveraging

the model parameters of SMPL.

4.1.2 Structure encoder

Inspired by [1] and [17], we propose a structure encoder to

effectively encode the kinematic structure of human bodies

by explicitly modeling the joins dependencies.

The structured dependencies between joints are defined

by a kinematic tree function τ(k) which, for the given bone

k, returns the index of its parent. Following this definition,

…

…
…

…

Figure 3. Kinematic chain en-

coder. Rectangular blocks are

small MLPs, full arrows are bone

transformations, dashed arrows

are kinematic bone features that

form a structure feature vec-

tor. Feature vectors of blue thin

bones are omitted to simplify the

illustration.

we propose a hierarchical neural network architecture (Fig-

ure 3) that consists of per-bone two-layer perceptrons mθk .

The input to mθk consists of the joint location jk, bone

length lk and relative bone rotation matrix rk of bone k with

respect to its parent in the kinematic tree. Additionally, for

the non-root bones, the corresponding mθk also takes the

feature of its parent bone. The output of each two-layer

perceptron vSk (16) is then concatenated to form a structure

feature vS (17)

vSk =

{

mθ1 (vec(r1)⊕ j1 ⊕ l1) , if k = 1

mθk

(

vec(rk)⊕ jk ⊕ lk ⊕ vS
τ(k)

)

, otherwise

(16)

vS = ⊕K
k=1v

S
k , (17)

where ⊕ is the feature concatenation operator.

4.1.3 Pose encoder

To capture pose-dependent deformations, we use the same

projection module as NASA [14]. The root location t0 ∈ R

of the skeleton is projected to the local coordinate frame of

each bone. These are then concatenated as one pose feature

vector vP (18)

vP = ⊕K
k=1B

−1
k t0. (18)

4.2. Learning linear blend skinning

Since our occupancy network (ONet) is defined in the

canonical space, we need to map query points to the canon-

ical space to perform the occupancy checks. However, the
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conventional LBS weights are only defined on the body

surface. To bridge this gap, we parameterize inverse LBS

functions using neural networks and learn a valid skinning

weight for every point in space.

Specifically, for a query point x ∈ R
3, we use a simple

MLP to estimate the skinning weight ŵx ∈ R
K to transform

the point to the canonical space as in Eq. 10. The input

to the MLP consists of the two shape features defined in

Sec. 4.1.1 and a pose feature obtained from the input bone

transformations G.

Cycle-distance feature. Learning accurate inverse LBS

weights is challenging as it is pose-dependent, requiring

large amounts of training data. Consequently, the canoni-

calized occupancy network may produce wrong occupancy

values for highly-articulated poses.

To address this, we introduce an auxiliary forward blend

skinning network that estimates the skinning weights ŵˆ̄x,

which are used to project a point from the canonical to the

posed space (12). The goal of this forward LBS network

is to create a cycle-distance feature dx that helps the occu-

pancy network resolve ambiguous scenarios.

For instance, a query point x that is located outside the

human geometry in the posed space can be mapped to a

point that is located inside the body in the canonical space ˆ̄x.

Here, our forward LBS network helps by projecting ˆ̄x back

to the posed space x̂ (12) such that these two points define a

cycle distance that provides information about whether the

canonical point is associated with a different body part in

the canonical pose and thus should be automatically marked

as an outside point. This cycle distance (13) is defined as the

l1 distance between weights predicted by the inverse and the

forward LBS networks. Our forward LBS network architec-

ture is similar to the inverse LBS network. It takes the shape

features as input, but without the bone transformations since

the canonical pose is consistent across all subjects.

4.3. Training

We employ a two-stage training approach. First, both

linear blend skinning networks are trained independently.

Second, the weights of these two LBS networks are fixed

and used as deterministic differentiable functions during the

training of the occupancy network.

Learning the occupancy net. The parameters Θ of the

learning pipeline fΘ(x|G) (except LBS networks) are opti-

mized by minimizing loss function (19):

L(Θ) =
∑

G∈{Ge}E

e=1

∑

{(x,ox)}M

i=1
∼p(G)

(fΘ(x|G)−ox)
2 , (19)

where ox is the ground truth occupancy value for query

point x. G represents a set of input bone transformation

matrices and p(G) represents the ground truth body surface.

E is the batch size, and M is the number of sampled points

per batch.

Learning the LBS nets. Learning the LBS nets is harder

than learning the occupancy net in this work because the

ground truth skinning weights are only sparsely defined on

the mesh vertices. To address this, we create pseudo ground

truth skinning weights for every point in the canonical and

posed spaces by querying the closest human mesh vertex

and using the corresponding SMPL skinning weights as

ground truth. Then, both LBS networks are optimized by

minimizing the l1 distance between the predicted and the

pseudo ground truth weights.

5. Application: Placing people in scenes

Recent generative approaches [68, 69] first synthesize

human bodies in 3D scenes and then employ an optimiza-

tion procedure to improve the realism of generated humans

by avoiding collisions with the scene geometry. However,

their human-scene collision loss requires high-quality scene

SDFs that can be hard to obtain, and previously generated

humans are not considered when generating new bodies,

which often results in human-human collisions.

Here, we propose an effective approach to place multiple

persons in 3D scenes in a physically plausible way. Given

a 3D scene (represented by scene mesh or point clouds)

and previously generated human bodies, we synthesize an-

other human body using [68]. This new body may inter-

penetrate existing bodies and this cannot be resolved with

the optimization framework proposed in [68] as it requires

pre-defined signed distance fields of the 3D scene and ex-

isting human bodies. With LEAP, we can straightforwardly

solve this problem: we represent the newly generated hu-

man body with our neural occupancy representation and re-

solve the collisions with the 3D scene and other humans

by optimizing the input parameters of LEAP with a point-

based loss (20). Note that, the parameters of LEAP are

fixed during the optimization and we use it as a differen-

tiable module with respect to its input.

Point-based loss. We introduce a point-based loss function

(20) that can be used to resolve the collisions between the

human body represented by LEAP and 3D scenes or other

human bodies represented simply by point clouds:

l(x) =











1 , if fΘ(x|G)− 0.5 > 1

0 , if fΘ(x|G)− 0.5 < 0

fΘ(x|G)− 0.5 , otherwise.

(20)

We employ an optimization procedure to refine the posi-

tion of the LEAP body, such that there is no interpenetra-

tion with scene and other humans. Given LEAP, the col-

lision detection can be performed without pre-computed

scene SDFs. A straightforward way to resolve collisions

with scene meshes is to treat mesh vertices as a point cloud

and apply the point-based loss (20). A more effective way

that we use in this work is to sample additional points along
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Encoder type IOU↑

Pose 91.86%

Shape 96.44%

Structure 97.49%

Shape + Structure 97.96%

Shape + Structure + Pose 97.99%

Table 1. Impact of feature en-

coders. Each encoder has a posi-

tive contribution to the reconstruc-

tion quality, while the best result is

achieved when all three encoders

are combined.

the opposite direction of the mesh vertex normals and thus

impose an effective oriented volumetric error signal to avoid

human-scene interpenetrations.

6. Experiments

We ablate the proposed feature encoders (Sec. 6.1), show

the ability of LEAP to represent multiple people (Sec. 6.2),

demonstrate the generalization capability of LEAP on un-

seen poses and unseen subjects (Sec. 6.3), and show how

our method is used to place people in 3D scenes by using

the proposed point-based loss (Sec. 6.4).

Experimental setup. Training data for our method con-

sists of sampled query points x, corresponding occupancy

ground truth values ox and pseudo skinning weights wx,

bone transformations G, and SMPL [37] parameters. We

use the DFaust [5] and MoVi [18] datasets, and follow a

similar data preparation procedure as [14]. A total of 200k

training points are sampled for every pose; one half are sam-

pled uniformly within a scaled bounding box around the hu-

man body (10% padding) and the other half are normally

distributed around the mesh surface x ∼ N (m, 0.01) (m

are randomly selected points on the mesh triangles).

We use the Adam optimizer [32] with a learning rate

of 10−4 across all experiments and report mean Intersec-

tion Over Union (IOU) in percentages and Chamfer dis-

tance (Ch.) scaled by the factor of 104. Our models pre-

sented in this section use a fully articulated body and hand

model with K = 52 bones (SMPL+H [50] skeleton) and

are trained in two stages (Sec. 4.3). The training takes about

200k iterations from the beginning without any pretraining

with a batch size of 55. Our baseline, NASA [14], is trained

with the parameters specified in their paper, except for the

number of bones (increased to 52) and the number of train-

ing steps (increased from 200k to 300k).

6.1. The impact of feature encoders

We first quantify the effect of each feature encoder in-

troduced in Sec. 4.1. For this experiment, we use 119 ran-

domly selected training DFaust sequences (≈300 frames)

of 10 subjects and evaluate results on 1 unseen sequence

per subject.

To better understand the efficacy of the encoding

schemes, we replace the inverse LBS network with a de-

terministic searching procedure that creates pseudo ground

truth weights wx at inference time (Sec. 4.3). This pro-

cedure, based on the greedy nearest neighbor search, is

NASA (IOU ↑ / Ch. ↓) Ours - without cycle distance (IOU ↑ / Ch. ↓) Ours (IOU ↑ / Ch. ↓)

74.04/4.327 98.28/2.355 𝟗𝟖. 𝟑𝟕/𝟐. 𝟐𝟔𝟕
Figure 4. Multi-person occupancy on DFaust [5]. Results

demonstrate that our method can represent small details much

better (hand) and the proposed cycle-distance feature further

improves the reconstruction quality (armpits). Several high-

resolution images of LEAP are given in Figure 1.

Experiment NASA[14] Ours

type (IOU↑/Ch.↓) (IOU↑/Ch.↓)

Unseen poses 73.69/4.72 98.39/2.27

Unseen subjects 78.87/3.67 92.97/2.80

Table 2. Generalization.

Unseen pose and un-

seen subject experiments

(Sec. 6.3) on DFaust [5]

and MoVi [18] respectively.

not differentiable w.r.t. the input points, but it provides de-

terministic LBS weights to ablate encoders. We train the

models with 100k iterations and report IOU on unseen se-

quences in Table 1. We find that the structure encoder has

the biggest impact on the model performance and the com-

bination of all three encoders yields the best results.

6.2. Multiperson occupancy

We use the same training/test split as in Sec. 6.1 to evalu-

ate the representation power of our multi-person occupancy.

Average qualitative and quantitative results on the test set of

our model with and without the cycle distance (13) are dis-

played in Figure 4, respectively.

Our method has significantly higher representation

power than NASA [14]. High-frequency details are better

preserved and the connections between adjacent bones are

smoother. The cycle-distance feature further improves re-

sults, which is highlighted in the illustrated close-ups.

6.3. Generalization

In the previous experiment, we evaluated our model on

unseen poses of different humans for actions that were per-

formed by at least one training subject, while here we go

one step further and show that 1) our method generalizes to

unseen poses on actions that were not observed during the

training and 2) that our method generalizes even to unseen

subjects (Table 2).

For the unseen pose generalization experiment, we use

all DFaust [5] subjects and leave out one randomly selected

action for evaluation and use the remaining sequences for

training. For the unseen subject experiment, we show the

ability of our method to represent a much larger set of sub-

jects and to generalize to unseen ones. We use 10 sequences

of 86 MoVi [18] subjects and leave out every 10-th subject

for evaluation with one randomly selected sequence. Re-
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Collision score PLACE [68] Ours

human-scene ↓ 5.72% 5.72%

scene-human ↓ 3.51% 0.62%

human-human ↓ 5.73% 1.06%

Table 3. Comparison with

PLACE [68]. Our optimization

method successfully reduces the

collisions with 3D scenes and

other humans.

PLACE [68] Our optimization

Figure 5. Comparison with PLACE [68]. Optimization with the

point-based loss successfully resolves interpenetrations with other

humans and 3D scenes that are represented with point clouds.

sults show that LEAP largely improves the performance in

both settings. Particularly, for the unseen poses, LEAP im-

proves the IOU from 73.69% to 98.39%, clearly demon-

strating the benefits of the proposed occupancy representa-

tion in terms of fidelity and generality.

6.4. Placing people in 3D scenes

In this section, we demonstrate the application of LEAP

to the task of placing people in a 3D scene. We generate

50 people in a Replica [58] room using PLACE [68] and

select pairs of humans that collide, resulting in 151 pairs.

Then for each person pair, the proposed point-based loss

(20) is used in an iterative optimization framework to opti-

mize the global position of one person, similarly to the tra-

jectory optimization proposed in [65]. The person, whose

position is being optimized, is represented by LEAP, while

other human bodies and the 3D scene are represented by

point clouds. We perform a maximum of 1000 optimization

steps or stop the convergence when there is no intersection

with other human bodies and with the scene.

Note that other pose parameters are fixed and not opti-

mized since PLACE generates semantically meaningful and

realistic poses. Our goal is to demonstrate that LEAP can be

efficiently and effectively utilized to resolve human-human

and human-scene collisions.

Evaluation: We report human-scene collision scores de-

fined as the percentage of human mesh vertices that pene-

trate the scene geometry, scene-human scores that represent

the normalized number of scene vertices that penetrate the

human body, and human-human collision scores defined as

the percentage of human vertices that penetrate the other

human body.

Quantitative (Table 3) and qualitative (Figure 5) results

SMPL LEAP Raw Scan

Figure 6. LEAP learned from raw scans of a single DFaust [5]

subject. LEAP (middle) captures more shape details than SMPL

with 10 shape components (left).

demonstrate that our method successfully optimizes the lo-

cation of human body by avoiding collisions with the scene

mesh and other humans represented by point clouds. Note

that the human-scene score has remained almost unchanged

because of the noisy scene SDF that is used to compute

this metric. However, we keep it for a fair comparison

with the baseline [68] that uses it for evaluation. Further-

more, the inference time of LEAP for the occupancy checks

with respect to the other human body (6080 points) is 0.14s.

This is significantly faster than [26] (25.77s), which imple-

ments differentiable interpenetration checks using a 2563-

resolution volumetric grid for fine approximation.

7. Conclusion

We introduced LEAP, a novel articulated occupancy rep-

resentation that generalizes well across a variety of human

shapes and poses. Given a set of bone transformations

and 3D query points, LEAP performs efficient occupancy

checks on the points, resulting in a fully-differentiable vol-

umetric representation of the posed human body. Like

SMPL, LEAP represents both identity- and pose-dependent

shape variations. Results show that LEAP outperforms

NASA in terms of generalization ability and fidelity in all

settings. Furthermore, we introduced an effective point-

based loss that can be used to efficiently resolve the col-

lisions between human and objects that are represented by

point clouds.

Future work. We plan to learn LEAP from imagery data

and extend it to articulated clothed bodies. Preliminary re-

sults (Figure 6) of learning LEAP from raw scans show that

LEAP can represent realistic surface details, motivating the

future extension of LEAP to model clothed humans.
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