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Abstract

We address the problem of 3D object detection, that is,

estimating 3D object bounding boxes from point clouds.

3D object detection methods exploit either voxel-based or

point-based features to represent 3D objects in a scene.

Voxel-based features are efficient to extract, while they fail

to preserve fine-grained 3D structures of objects. Point-

based features, on the other hand, represent the 3D struc-

tures more accurately, but extracting these features is com-

putationally expensive. We introduce in this paper a novel

single-stage 3D detection method having the merit of both

voxel-based and point-based features. To this end, we pro-

pose a new convolutional neural network (CNN) architec-

ture, dubbed HVPR, that integrates both features into a

single 3D representation effectively and efficiently. Specif-

ically, we augment the point-based features with a mem-

ory module to reduce the computational cost. We then ag-

gregate the features in the memory, semantically similar to

each voxel-based one, to obtain a hybrid 3D representa-

tion in a form of a pseudo image, allowing to localize 3D

objects in a single stage efficiently. We also propose an At-

tentive Multi-scale Feature Module (AMFM) that extracts

scale-aware features considering the sparse and irregular

patterns of point clouds. Experimental results on the KITTI

dataset demonstrate the effectiveness and efficiency of our

approach, achieving a better compromise in terms of speed

and accuracy.

1. Introduction

3D object detection is an essential technique for scene

understanding, which aims at predicting 3D bounding boxes

of objects in a scene. It can also be exploited as a ba-

sic building block for many applications, including au-

tonomous driving and robotics. Recent approaches to 3D

object detection focus on learning discriminative 3D repre-

sentations using point clouds acquired from a LiDAR sen-

sor. Point clouds provide accurate depth information of ob-

jects, but they are sparse with the densities largely varying
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Figure 1: Runtime and accuracy comparison of detection results

on the KITTI [10] test set. We compare our model with voxel-

based methods on the car class for three difficulty levels. Voxel-

based methods using pseudo image representations (Voxel-PI) are

shown as circles, and 3D voxel-based methods (Voxel-3D) are

plotted as triangles. Our method gives a better compromise in

terms of accuracy and runtime for all cases. SE: SECOND [42];

PP: PointPillars [18]; TA: TANet [23]; AS: Associate-3D [7]; 3D:

3DIoULoss [49]; SA: SA-SSD [12]; HS: HotSpotNet [3]. Best

viewed in color.

w.r.t distances from the sensor.

There are many attempts to learn 3D feature representa-

tions using point clouds with deep neural networks, which

can be categorized into two groups: Voxel-based and point-

based methods. The first approaches [7, 12, 18, 35, 43, 46]

transform raw point clouds to structured grid representa-

tions, e.g., birds-eye-view (BEV) [35, 43] or voxels [12,

18, 33, 46, 50], to extract 3D representations using con-

volutional neural networks (CNNs). The voxelization and

downsampling operations in these methods allow to ex-

tract compact 3D features efficiently, but they fail to pre-

serve fine-grained 3D structures of objects. The second ap-

proaches [29, 34, 38, 44, 45], on the other hand, exploit

raw point clouds directly to extract point-wise features us-

ing e.g., PointNet++ [30, 31]. They provide more discrim-
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inative 3D representations than the voxel-based one, and

thus give better detection results. Processing a large-scale

point cloud data, however, needs lots of computational cost.

We present in this paper a novel single-stage 3D object

detection framework that integrates voxel-based and point-

based features effectively and efficiently to obtain discrimi-

native 3D representations. To this end, we introduce a new

CNN architecture, dubbed HVPR, that consists of a two-

stream encoder for voxel-based and point-based features

and a memory module. It augments the encoder for point-

based features with the memory module to reduce the com-

putational cost. Namely, we update and store point-based

features from the encoder to memory items during training,

and do not use the encoder at test time, avoiding heavy com-

putation. Specifically, we aggregate the point-wise features

in memory items, semantically similar to each voxel-based

one, to obtain a pseudo image representation, enabling ex-

ploiting hybrid 3D representations efficiently for localiz-

ing objects in a single stage. This also encourages voxel-

based features to incorporate fine-grained representations

of point-based features, which are particularly effective for

localizing small or largely occluded objects acquired from

sparse point clouds. We also introduce a detection network

with an Attentive Multi-scale Feature Module (AMFM).

Given the hybrid pseudo image, it extracts multi-scale fea-

tures, and AMFM refines them using 3D scale representa-

tions to obtain scale-aware features, which are crucial espe-

cially for 3D object detection, due to the sparse and irregu-

lar patterns of point clouds. Extensive experimental results

on standard benchmarks demonstrate the effectiveness and

efficiency of our approach to exploiting hybrid feature rep-

resentations. The main contributions of this paper can be

summarized as follows:

• We introduce a novel single-stage framework for 3D

object detection using hybrid 3D representations. We

propose to use a memory module to augment point-

based features, maintaining the efficiency of a single-

stage method.

• We introduce AMFM that provides scale-aware features

considering the sparse and irregular patterns of point

clouds explicitly, allowing to consider complex scale vari-

ations across objects for 3D object detection.

• We demonstrate that our approach gives a better compro-

mise in terms of speed and accuracy, compared to the state

of the art. Our model runs at 36.1fps, while achieving

competitive performance on the KITTI dataset [10].

Our code and models are available online: https://

cvlab.yonsei.ac.kr/projects/HVPR.

2. Related work
Multi-sensor based 3D detection. Multi-sensory data,

obtained from e.g., RGB and depth sensors, provides com-

plementary information for 3D object detection. For ex-

ample, RGB and depth images give semantic and struc-

tural information of objects, respectively. Many approaches

attempt to leverage features from RGB images and point

clouds jointly for 3D object detection. MV3D [5] gener-

ates object proposals from BEV representations, and refines

them using features from point clouds and RGB images.

AVOD [16] instead incorporates these features to extract ob-

ject proposals, which provides better detection results. To

further enhance 3D representations, proxy tasks are also ex-

ploited [20], such as a ground estimation with point clouds

and a depth completion with RGB images. Recent meth-

ods [13, 47] also handle the case when multi-sensory data

is not registered. They leverage correspondences between

features from point clouds and RGB images to better ex-

ploit the complementary information.

LiDAR based 3D detection. Recent approaches to 3D

object detection use point clouds alone from a LiDAR sen-

sor. They can be divided into two categories, voxel-based

and point-based methods, depending on how to transform

point clouds to 3D representations for localizing objects.

First, voxel-based approaches convert irregular point clouds

into ordered grid representations. Early works [35, 43] ex-

ploit a BEV image, obtained by projecting raw point clouds,

which provides a compact 3D representation and preserves

the scales of objects. Hand-crafted BEV representations

are, however, limited to obtain accurate 3D features for ob-

ject localization. Recent methods represent point clouds in

a form of 3D voxels [7, 12, 18, 46, 50]. They often use 3D

convolutions to extract features from the voxel representa-

tion, which is computationally inefficient. To alleviate this

problem, PointPillars [18] propose to use a pseudo-image.

Representing 3D voxels in a form of an image allows to

exploit 2D convolutions, resulting in more efficient 3D ob-

ject detection, compared to using 3D voxels directly. The

voxel-based approaches mainly have two limitations: (1)

Fine-grained 3D structures are lost during voxelization; (2)

The localization performance largely depends on the size

of voxel grids. As the grid size becomes smaller, fine-

grained 3D representations can be obtained but at the cost

of more runtime. Second, point-based approaches leverage

raw point clouds directly. They extract point-based features,

typically using PointNet++ [30, 31], that provide more ac-

curate spatial representations than 3D voxels. These ap-

proaches thus perform better than the voxel-based one in

terms of detection accuracy. It is, however, computationally

demanding to extract point-based features directly from a

large amount of point clouds for e.g., outdoor sceneries. To

circumvent this issue, point-based approaches adopt a two-

stage pipeline. Specifically, they estimate 3D object propos-

als either using point-based features [34, 45] or off-the-shelf

2D object detectors [29, 38] in the first stage. The object

proposals are then refined with the point-based features in-

side the proposals for final predictions in the second stage.
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Figure 2: An overview of our framework. The HVPR network inputs point clouds and generates two types of hybrid 3D features via

a two-stream encoder: Voxel-point and voxel-memory representations. The former representations are obtained by aggregating point-

based features for individual voxel-based ones. For the later ones, we also perform the aggregation but with memory items, instead of

using point-based features. That is, we augment the point-based features using a memory module, and exploit voxel-memory representa-

tions, i.e., hybrid 3D features, at test time for fast inference. The backbone network with AMFM inputs the voxel-memory representations

to extract multiple scale-aware features, and the detection head predicts 3D bounding boxes and object classes. See text for details.

Recently, PV-RCNN [33] and Fast Point R-CNN [6] further

reduce the computational cost of point-based approaches.

They propose to exploit voxel-based features to generate 3D

object proposals in the first stage, while refining them to es-

timate final 3D bounding boxes with point-based features

in the second stage. Since these methods exploit 3D vox-

els and raw point clouds separately in different stages, they

do not fully leverage the complementary information of the

two representations. Moreover, the point-based approaches

are still slower than voxel-based methods, even leveraging

a single-stage framework [38, 44].

Our approach belongs to the voxel-based method in the

sense that it uses a pseudo image representation of point

clouds, similar to PointPillars [18]. In contrast to previ-

ous voxel-based methods, we also exploit point-based fea-

tures for the pseudo image representation in an efficient

way, which boosts the detection performance significantly,

while retaining fast runtime. Our approach is similar to re-

cent point-based methods [6, 33, 44] in that it exploits both

voxel-based and point-based features [6, 33]. On the con-

trary, we leverage both voxel-based and point-based rep-

resentations jointly within a single-stage framework. We

weave both representations in a form of a pseudo image,

allowing to exploit 2D convolutions for efficient 3D object

detection. Moreover, we further reduce the computational

cost for extracting point-based features via augmenting a

feature encoder with a memory module.

Memory networks. Memory networks [39] have been in-

troduced to capture long-term dependencies in sequential

data by augmenting a neural network with an external mem-

ory module that can be read and written to. Based on this

idea, recent works develop more advanced architectures us-

ing continuous memory representations [36] or a key-value

memory [26]. A number of approaches have adopted the

memory-augmented networks to solve various computer vi-

sion tasks including visual question answering [9, 17, 25],

one-shot learning [2, 14, 32], anomaly detection [11, 27],

and person recognition [41, 48].

3. Approach

Our model mainly consists of three components (Fig. 2):

a HVPR network (Sec. 3.1), a backbone network with

AMFM (Sec. 3.2), and a detection head (Sec. 3.3). Given

point clouds, the HVPR network outputs hybrid voxel-point

representations in a form of pseudo-images. To this end,

we exploit a two-stream encoder to extract voxel-based

and point-based features. For each voxel-based feature,

we aggregate point-based ones, based on their similarities,

and obtain hybrid voxel-point representations. Extracting

point-based features is, however, computationally demand-

ing. To overcome this, we augment point-based features

using a memory module. Specifically, we store various pro-

totypes of point-based features in memory items, and ag-

gregate the prototypical features in the memory to obtain

voxel-memory representations. The memory items are up-

dated by encouraging the aggregated prototypical and point-

based features to be similar. Note that we exploit the voxel-

memory representations only at test time, instead of using

point-based ones directly, enabling a fast object detection.

The backbone network inputs the voxel-memory represen-

tations in a form of a pseudo image, and extracts multi-scale

feature maps. The AMFM refines the feature maps using

3D scale representations, and provides scale-aware features.

The detection head predicts 3D object bounding boxes and

object classes using the scale-aware features. In the follow-

ing, we describe our single-stage detection framework in

detail.

3.1. HVPR Network

Voxel-based feature. We assume that the physical dimen-

sion of a 3D scene that point clouds lie on is within the range
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of W ×H × L, where W , H , and L are width, height, and

length, respectively, in three-dimensions. Supposing that

the size of each voxel is vW×vH×vL, we define voxel grids

of size W ′ ×H ′ × L′, where W ′ = W/vW , H ′ = H/vH ,

L′ = L/vL. Following [18], we voxelize point clouds in a

x-y plane only, i.e., by setting the value of vL to be the same

as L. We represent a voxel as a tensor of size Nvox × D,

where Nvox and D are the number of point clouds within

each voxel and the size of augmented point clouds1, respec-

tively. We exploit a tiny PointNet [30] as an encoder for

voxel-based features. The encoder takes a set of voxels and

extracts features of all point clouds in each voxel, providing

an output of size C × N × Nvox, where N is a total num-

ber of voxels. It then applies a max pooling operator over

the point clouds in each voxel to obtain a voxel-based fea-

ture map of size C × N , where we denote by fvox(n) each

voxel-based feature of size C × 1, where n = 1, · · · , N .

Point-based feature. As a point stream, we adopt a Point-

Net++ [31], widely used to other 3D applications, such

as 3D semantic segmentation [1, 37] and 3D object detec-

tion [29, 34, 38, 44, 45], that extracts point-based features

from raw point clouds directly. To this end, PointNet++

uses set abstraction (SA) and feature propagation (FP) lay-

ers. It first downsamples a set of points gradually, with a

number of SA layers, to produce novel features with fewer

points. The FP layers then propagate sub-sampled fea-

tures to recover the initial points entirely. We follow these

procedures to obtain a point-based feature for each point

cloud. We denote by fpts(m) each point-based feature of

size C × 1, where m = 1, · · · ,M and M is a a total num-

ber of point clouds.

3.1.1 Voxel-point representation

We integrate voxel-based and point-based features, fvox and

fpts, to obtain a hybrid voxel-point representation. To this

end, we compute the dot product between all pairs of voxel-

based and point-based features, resulting in a 2-dimensional

correlation map of size N ×M as follows:

C(n,m) = fvox(n)
⊤fpts(m). (1)

For each voxel-based feature, we select the nearest K point-

based features, according to the correlation scores. We de-

note by f̂pts(n, k) the k-th similar point-wise feature w.r.t

the n-th voxel-based one, where k = 1, . . . ,K. We then

compute the matching probabilities between these voxel-

based and point-based features as follows:

P (n, k) =
exp(fvox(n)

⊤f̂pts(n, k))
∑

k′ exp(fvox(n)⊤f̂pts(n, k′))
. (2)

1We parameterize a point cloud using its positions at x, y, z coordinates,

and a reflectance intensity of laser. Following [18], we further augment

each point cloud with average distances of all point clouds in the voxel

and x-y offsets from the center position of the voxel, resulting in a D-

dimensional feature vector.

Finally, we aggregate the nearest K point-based features

with corresponding matching probabilities as follows:

gpts(n) =
∑

k

P (n, k)f̂pts(n, k), (3)

where gpts(n) is an aggregated point-based feature of

size C × 1. It is semantically similar to the correspond-

ing voxel-based one, but contains more accurate 3D struc-

tural information for objects. This enables imposing the

fine-grained 3D representation to the voxel-based feature

that loses the structure during voxelization. Specifically, we

concatenate voxel-based and aggregated point-based fea-

tures, and obtain a voxel-point pseudo image of size H ×
W × 2C by scattering the concatenated features back to the

corresponding voxel locations, similar to PointPillars [18].

In this context, the aggregated feature also has an effect

of feature augmentation, providing more discriminative 3D

representations, especially for the voxels obtained from

sparse point clouds.

3.1.2 Voxel-memory representation

Point-wise features obtained by PointNet++ [31] contain

fine-grained 3D representations, but this requires lots of

computational cost. PointRCNN [34], for instance, com-

posed of 4 pairs of SA and FP layers, requires 54ms with a

Titan V GPU to obtain point-based features [44], which al-

ready exceeds the overall runtime of most voxel-based 3D

detection methods [12, 18, 46]. To address this problem,

we augment point-based features using a memory module,

where each memory item stores various prototypes of the

features, to obtain voxel-memory representations.

Concretely, we denote by fmem(t) each item in the mem-

ory, the size of which is C × 1, where t = 1, · · · , T , and T
is a total number of memory items. We integrate the voxel-

based features fvox and the memory items fmem to obtain a

voxel-memory pseudo image in a similar way to the voxel-

point one in Sec. 3.1.1. Specifically, we consider the mem-

ory as a set of prototypes for point-based features. To read

memory items, we use voxel-based features as queries. We

then compute matching probabilities between voxel-based

features and memory items, and aggregate the top K items

with corresponding probabilities for each voxel-based fea-

ture, which is analogous to the aggregated point-based fea-

ture in (3). We concatenate the voxel-based features with

the aggregated items, and scatter the concatenated features

back to the original voxel locations to form a voxel-memory

pseudo image. To update memory items, we encourage the

aggregated point-based features and memory items to be

similar as follows:

Lmem =
∑

n

‖gpts(n)− gmem(n)‖2, (4)

where we denote by gmem(n) an aggregated memory item,

and ‖ · ‖2 computes the L2 norm of a vector. Note that we
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do not use the voxel-point pseudo image at test time. We

instead use the voxel-memory pseudo image only, avoid-

ing extracting point-based features at test time. As will be

shown in our experiments, obtaining hybrid 3D representa-

tions using a memory is much more cheaper than exploiting

point-based features directly, while retaining the same level

of quality.

3.2. Backbone Network with AMFM

Our backbone network consists of a series of 2D con-

volutional layers and AMFM (Fig. 2). It inputs our hybrid

3D representations, i.e., the voxel-memory pseudo image,

and gives multi-scale feature maps. The AMFM then re-

fines them using spatial attention maps, and provides scale-

aware features. We obtain final feature representations for

predicting 3D object bounding boxes by concatenating the

scale-aware feature maps along the channel dimension.

AMFM. There are large scale variations across 3D object

instances in a scene. Multi-scale features help to consider

the scale variations for 3D object detection, but they are

not scale-aware, even when obtained from a feature pyra-

mid [19]. To address this problem, we introduce AMFM

that provides scale-aware features using 3D scale informa-

tion explicitly. The basic idea of AMFM is to exploit spa-

tial attention maps [40], while leveraging 3D scale features

explicitly, for suppressing scale-confused features. Specifi-

cally, AMFM refines a multi-scale feature by element-wise

multiplication with the attention map. It then combines the

initial and refined multi-scale features via a skip connection.

We illustrate in Fig. 3 how AMFM works in the backbone

network in detail. In the following, we describe how to ex-

tract 3D scale features, and then present how to obtain a

spatial attention map using 3D scale features in detail.

We observe that 3D point clouds are sparse with the den-

sities largely varying w.r.t distances from a LiDAR sensor.

Namely, the sparse and irregular patterns of point clouds

and their distances from a sensor reflect scale information

of 3D objects. Based on this idea, we represent each voxel

with the number of point clouds within a voxel, and an ab-

solute position of point clouds averaged on each voxel and

its distance from a sensor. We input a set of voxel represen-

tations to a network, and obtain voxel-wise features. To be

specific, we exploit a tiny PointNet [30] similar to the en-

coder for voxel-based features. We then scatter the voxel-

wise features back to the original locations to obtain a 3D

scale feature map of the same size as the voxel-memory

pseudo image. We downsample the 3D scale feature with

a strided convolution, before feeding it to AMFM, such that

it has the same spatial resolution as a corresponding multi-

scale feature map. To obtain a spatial attention map, we

apply max pooling and average pooling layers to the 3D

scale feature along the channel dimension, highlighting in-

formative regions in the feature map [15]. We concatenate

the pooled features, and feed the concatenated one to a con-
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Figure 3: Illustration of AMFM. AMFM refines multi-scale fea-

tures with a spatial attention map. It then combines the initial and

refined features via a skip connection to obtain scale-aware repre-

sentations. To compute the attention map, we leverage 3D scale

features considering scale variations of objects in a 3D scene. See

text for details.

volutional layer, followed by applying a sigmoid function,

to produce the attention map.

3.3. Detection Head and Loss

Following [18], we adopt the detection head of SSD [22]

to localize 3D objects. It consists of two fully-connected

layers for regressing 3D object bounding boxes and classi-

fying object classes inside the boxes. We parameterize a 3D

object bounding box as (x, y, z, w, l, h, θ), where (x, y, z),
(w, l, h) and θ are the center coordinate, the size, the head-

ing angle of the box, respectively. We compute 2D inter-

section over union (IoU) scores [8] between anchor boxes

and the ground truth, and pick the anchors with the IoU

scores being larger than a predefined threshold. Our detec-

tion head regresses residuals between the anchor boxes and

the ground truth directly, defined as follows:

∆x =
xgt − xa

d
,∆y =

ygt − ya

d
,∆z =

zgt − za

ha

∆w = log
wgt

wa
,∆l = log

lgt

la
,∆h = log

hgt

ha

∆θ = sin (θgt − θa),

(5)

where d =

√

(wa)
2
+ (la)

2
, and we use the superscripts,

gt and a, to indicate parameters for ground-truth and anchor

boxes, respectively.

To train our model, we use four terms for regression (Lreg

and Ldir), classification (Lcls), and memory update (Lmem

in (4)), as follows:

L =
1

Npos
(λregLreg + λdirLdir + λclsLcls + λmemLmem),

(6)

where Npos is the number of positive anchors, and λ is a

balancing parameter for the corresponding loss. We define

the regression term with the residual between anchor and

ground-truth boxes as follows:

Lreg =
∑

r∈(x,y,z,w,l,h,θ)

SmoothL1(∆r). (7)
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Note that ∆θ is defined with a sine function in (5), penal-

izing the same 3D bounding boxes but with opposite di-

rections differently. To prevent this, we also exploit the

angle classification term (Ldir) [42]. As a classification

term (Lcls), we use the focal loss [21], which has shown the

effectiveness to handle a class imbalance between positive

and negative samples, with the default parameters in [21].

4. Experiments

4.1. Implementation details

Dataset and evaluation protocol. We evaluate our model

on the KITTI 3D object detection benchmark [10]. The

KITTI dataset provides 7,481 training and 7,518 test sam-

ples for object classes of cars, pedestrians and cyclists. Ob-

ject instances across different classes are further classified

into easy, moderate and hard splits, depending on the object

size, the degree of occlusion and the maximum truncation

level. We evaluate our model on the car and the pedestrian

classes, most commonly used object class and the hardest

one for 3D object detection, respectively. Following [23],

we split the training set into two splits with the ratio of

around 5:1 to train our model for testing via an official eval-

uation server. For other experiments including an ablation

study, we follow the experimental protocol in [4, 8], and

split the original training set of 7,481 samples into 3,712

and 3,769 ones for training and validation, respectively. We

report the mean average precision (mAP) on both validation

and test splits with 40 recall positions on a PR curve [10].

At test time, we apply non maximum suppression (NMS)

with a threshold of 0.1 to eliminate multiple overlapping

bounding boxes.

Training. Following the previous works [18, 23, 42, 50],

we train separate networks for the car and the pedestrian

classes. We describe hereafter the training setting for the car

class, and the one for the pedestrian is included in the sup-

plementary material. We train our network for 100 epochs,

with a learning rate of 3e-3 and a weight decay of 1e-2.

We use a cosine annealing technique [24] as a learning

rate scheduler. Batch size is set to 8 for the network. All

models are trained end-to-end using PyTorch [28]. We

use data augmentation techniques during training. Specif-

ically, we apply random flipping along the x-axis, global

scaling, where a scaling factor is randomly chosen within

a range of [0.95, 1.05], and global rotation along the z-

axis, where a rotation angle is sampled randomly from a

range of [−π
4 ,

π
4 ]. We also use a ground-truth augmentation

technique [42] that randomly selects ground-truth bounding

boxes within the entire training dataset and associates them

for each 3D scene.

Parameter setting. We set the parameters for our model

by a grid search in terms of mAP on the validation split:

K = 20, C = 64, T = 2, 000, λreg = 2.0, λdir = 0.2,

λcls = 1.0 and λmem = 1.0. For other parameters, we

use the same setting as in [18] as follows: We assume that

the dimension of a 3D scene (W,H,L) is within a range

of [(0, 70.4), (−40, 40), (−3, 1)] meters. We set the size of

anchors as 1.6× 3.9× 1.5. To define positive and negative

pairs, we compute IoU scores between the anchors and the

ground truth. We choose the anchors with the IoU scores

being larger than 0.6, as positive boxes, while those lower

than 0.45 are used as negative ones. We use (0.16, 0.16, 4)
as the size of a voxel, vW × vH × vL. The number of point

clouds within each voxel Nvox and the size of augmented

point clouds D are set to 32 and 9, respectively. Please re-

fer to the supplementary material for more implementation

details including our network architecture.

4.2. Results

We compare in Table 1 our model with the state of the

art for LiDAR based 3D detection. We report mAP scores

of car and pedestrian classes on the KITTI test dataset [10].

All numbers including ours are obtained from an official

evaluation server, except for [42, 50], which are taken

from [3]. We classify 3D object detection methods into

point-based and voxel-based approaches, according to fea-

tures used to represent 3D objects. The voxel-based ap-

proaches are further categorized into two groups based on

whether they exploit 3D voxels explicitly or implicitly in a

form of a pseudo image, where our model belongs to the

latter one. We mainly compare our model with voxel-based

methods, especially with the ones exploiting pseudo image

representations. For comparison, we also report results of

point-based and other voxel-based approaches. From this

table, we observe four things: (1) Our model for the car

class gives the best results among voxel-based methods us-

ing pseudo images. This demonstrates the effectiveness

of our approach to exploiting a hybrid 3D representation

and scale-aware features for 3D object detection. (2) Our

method is fastest among voxel-based approaches, except

PointPillars [18], while providing competitive results. Al-

though PointPillars is faster than ours (42.4Hz vs. 36.1Hz),

it is outperformed by our model by a significant margin in

terms of mAP for all difficulty levels. This suggests that

our model offers a good compromise in terms of speed and

accuracy. (3) The performance improvements over other

voxel-based methods using pseudo images are particularly

significant in a hard split, where 3D objects are typically

small in size and largely occluded. For example, the mAP

gain of our model w.r.t the second best method [7] (73.04

vs. 70.53) is much larger than those for easy and moderate

splits of the car class. Also, our model gives the best result

among other voxel-based methods using pseudo images on

the hard split of the pedestrian class. This confirms that

augmenting point-based features provides more discrimina-

tive 3D representations, especially for objects taken from

sparse point clouds. (4) Our model for the pedestrian class

outperforms PointPillars [18] significantly, while providing
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Table 1: Quantitative comparison with the state of the art in terms of mAP(%) and runtime on the KITTI test set [10]. We mainly compare

our model with voxel-based methods using pseudo image representations (Voxel-PI). For comparison, we also report results for point-based

and (Point) other voxel-based methods using 3D voxel representations (Voxel-3D), although they typically provide better results, but at the

cost of much slower runtime, than exploiting pseudo image representations. Numbers in bold for Voxel-PI indicate the best performance

and underscored ones are the second best.

Type Stage Methods Reference Runtime (Hz) GPU
Car Pedestrian

Easy Mod. Hard Easy Mod. Hard

Point

Two PointRCNN [34] CVPR 2019 10 TITAN XP 86.96 75.64 70.70 47.98 39.37 36.01

Two FastPointRCNN [6] ICCV 2019 16.7 Tesla P40 85.29 77.40 70.24 - - -

One F-ConvNet [38] IROS 2019 2.1 GTX 1080 87.36 76.39 66.69 52.16 43.38 38.80

Two STD [45] ICCV 2019 12.5 TITAN V 87.95 79.71 75.09 53.29 42.47 38.35

One 3DSSD [44] CVPR 2020 25 TITAN V 88.36 79.57 74.55 54.64 44.27 40.23

Two PV-RCNN [33] CVPR2020 12.5 GTX 1080Ti 90.25 81.43 76.82 52.17 43.29 40.29

Voxel-3D

One VoxelNet [50] CVPR 2018 4.5 TITAN X 77.47 65.11 57.73 39.48 33.69 31.51

One 3DIoULoss [49] 3DV 2019 12.5 - 86.16 76.50 71.39 - - -

One SA-SSD [12] CVPR 2020 25 GTX 2080Ti 88.75 79.79 74.16 - - -

One HotSpotNet [3] ECCV 2020 25 - 87.60 78.31 73.34 53.10 45.37 41.47

Voxel-PI

One SECOND [42] Sensors 2018 20 GTX 1080Ti 84.78 75.32 68.70 45.31 35.52 33.14

One PointPillars [18] CVPR 2019 42.4 GTX 1080Ti 82.58 74.31 68.99 51.45 41.92 38.89

One TANet [23] AAAI 2020 28.5 TITAN V 84.39 75.94 68.82 53.72 44.34 40.49

One Associate-3D [7] CVPR 2020 20 GTX 1080Ti 85.99 77.40 70.53 - - -

One Ours 36.1 GTX 2080Ti 86.38 77.92 73.04 53.47 43.96 40.64

Table 2: Quantitative comparison for variants of our model. We

compute mAP (%) and measure runtime (Hz) on the KITTI vali-

dation set [10]. VoxF: Voxel-based feature; PtsF: Point-based fea-

ture; MEM: Memory module; 3DSF: 3D scale feature.

VoxF PtsF Mem AMFM 3DSF Easy Mod. Hard Time

✓ 87.66 78.82 75.32 39.5

✓ ✓ 88.97 80.35 77.28 6.8

✓ ✓ ✓ 87.96 80.44 77.92 37.9

✓ ✓ ✓ ✓ 89.51 80.86 78.22 31.3

✓ ✓ ✓ ✓ ✓ 91.14 82.05 79.49 36.1

a competitive result with the best voxel-based method us-

ing pseudo images [23]. This shows that our model can

generalize to other object classes. Note that our 3D repre-

sentations from the HVPR network can be easily incorpo-

rated into other voxel-based methods [12, 49, 50], which

may boost the mAP performance.

4.3. Discussion

In this section, we show more experimental results to an-

alyze individual components of our model in detail. Follow-

ing previous works [44, 45, 50], we report quantitative re-

sults of the car class in terms of mAP on the validation split

of KITTI [10]. We measure the mAP performance with 40

recall positions.

Ablation study. We show an ablation analysis on differ-

ent components of our model in Table 2. As our baseline

in the first row, we use PointPillars [18], reproduced by

ourselves, for ablation studies. Similar to ours, PointPil-

lars leverage a pseudo image to represent a 3D scene, but

it exploits voxel-based features alone. We can see from

the first and second rows that a hybrid representation using

additional point-based features boosts the detection perfor-

mance remarkably, which provides mAP gains of 1.31, 1.53

and 1.94 for easy, moderate and hard splits, respectively.

The improvements for the moderate and hard splits are more

significant than the easy one. This suggests that 1) the ag-

gregated point-based features allow to obtain more discrim-

inative 3D representations, especially for small or occluded

objects with sparse points, and 2) voxel-based and point-

based features are complementary to each other. Extracting

point-based features, however, is computationally expen-

sive, which degrades runtime performance from 39.5Hz to

6.8Hz. The third row demonstrates that our memory module

boosts the runtime performance significantly, while retain-

ing the same level of quality. The average runtime is almost

the same as the baseline (39.5Hz vs. 37.9Hz). This shows

the effectiveness and efficiency of a memory module to aug-

ment point-based features. Our model in the fourth row ex-

ploits AMFM but without using 3D scale features. That

is, it computes an attention map directly using multi-scale

features. From the third and fourth rows, we can see that re-

fining multi-scale features with a spatial attention map gives

better results. The last two rows show that 3D scale features

further boosts the detection performance drastically for all

cases. The mAP gains for each split are 1.63, 1.19 and 1.27,

respectively. The reason is that the features allow to lever-

age 3D scale information explicitly, which is particularly

important to consider complex scale variations of objects in

a scene for 3D object detection.

Memory items. We show in Table 3 quantitative results

for different combinations of a total number of memory
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Figure 4: Qualitative results on the validation split of KITTI [10]. Our predictions and ground-truth bounding boxes are shown in green

and red, respectively. Our method localizes small and/or occluded objects well, except the heavily occluded ones, e.g., in the left-bottom

of the top-middle image. We also show 2D bounding boxes projected from 3D detection results. Best viewed in color.

Table 3: Quantitative comparison for different combinations of

a total numbers of memory items (T ) and the number of nearest

items retrieved (K). We report mAP (%) for the car class on the

validation split of KITTI [10].

K = 5 K = 10 K = 20 K = 30

T = 1000 80.22 80.74 81.32 80.82

T = 2000 80.68 80.91 82.05 81.18

T = 3000 80.68 80.82 81.56 81.45

items T and the number of nearest items retrieved K. We

compare the performance of our final model, with a mem-

ory module and AMFM, in terms of mAP, and report results

of the car class on the moderate split. We can clearly see

that the mAP performance is robust over the total number of

memory items. We can also observe that aggregating more

items for hybrid 3D representations provides better results,

but using less similar items are not helpful. For example,

mAP scores increase, until we reach the number of nearest

items K to the value of 20. After that, using more items

rather lowers the scores.

Qualitative results. We visualize in Fig. 4 detection re-

sults on the validation split of KITTI [10]. We can see that

our model is robust to complex scale variations. That is,

it localizes 3D objects well, including small ones captured

with sparse point clouds. This confirms the effectiveness

of our hybrid 3D representations and scale-aware features

once again. More qualitative results are available in the sup-

plementary material.

5. Conclusion
We have introduced a novel single-stage 3D detection

method using hybrid 3D representations. We have inte-
grated voxel-based and point-based features effectively to
obtain 3D representations of a scene in a form of a pseudo
image. For efficient object detection, we have proposed to
use a memory module to augment point-based features. We
have also presented AMFM that provides scale-aware rep-
resentations using 3D scale features, which boosts the per-
formance of 3D object detection significantly. An exten-
sive experimental analysis on KITTI demonstrates that our
model achieves the best results among voxel-based methods
using pseudo images, and it provides a better compromise
in terms of accuracy and speed than other 3D detection ap-
proaches.
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